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ABSTRACT

A growing body of work in sociolinguistics and speech processing research has
demonstrated that speech perception is a dynamic process through which listeners
actively leverage linguistic and social knowledge to interpret auditory input. While
extensive evidence shows that social cues bias phonetic perception for native (L1)
listeners, these effects remain underexplored for second-language (L2) listeners. Bilin-
gual listeners, who constantly navigate both the social and phonological dimensions
of two languages, provide unique opportunities to refine existing models of bilingual
processing and sociophonetic perception.

This dissertation investigates how sequential bilingual listeners of Mandarin—English
(N = 42; mean age = 28.3, SD = 10.7) and Russian-English (N = 39; mean age =
34.3, SD = 11.8) perceive voicing contrasts along voice onset time continua under
varying talker guises (native versus non-native). Two complementary paradigms were
employed: (1) an explicit perceptual task using a Visual Analogue Scale (VAS) to
assess listeners’ categorization of synthesized syllables, and (2) an implicit anticipa-
tory eye movement (AEM) task powered by OpenFace 2.0 (Baltrusaitis et al., 2016)
capturing real-time processing of lexical items. Additionally, measures of English oral
proficiency and cognitive styles were collected to explore how individual differences

modulate perceptual adjustments.
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Results from the VAS indicate that bilingual listeners’ baseline voicing category
boundaries often diverged from monolingual norms, shifting generally toward En-
glish (L2) phonetic categories. Importantly, social guises reliably induced perceptual
shifts, especially when the acoustic input is ambiguous. In the AEM task, Man-
darin—English listeners exhibited reliable talker-identity effects in real time, whereas
Russian—FEnglish listeners did not. Moreover, higher English proficiency correlated
with more pronounced socially-induced category shifts, while listeners with stronger
autism-aligning traits in the Communication subscale exhibited reduced sensitivity
to social information, maintaining more L1-like phonetic boundaries.

These findings support an interactive, expectation-driven model of speech percep-
tion, highlighting bilingual listeners’ flexible re-weighting of acoustic cues according
to perceived talker identity. This socially driven perceptual tuning is further mod-
ulated by L2 proficiency and sociocognitive style, enriching existing bilingual pro-
cessing models—the Unitary Language System hypothesis (Volterra and Taeschner,
1978) and the Double Phonemic Boundary hypothesis (Caramazza et al., 1973)—by
integrating social-contextual and individual cognitive factors.

INDEX WORDS: speech perception, sociophonetics, bilingualism, second-language
(L2) processing, voice onset time, eye-tracking
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The technique of art is to make objects ‘unfamiliar,” to make forms dif-
ficult, to increase the difficulty and length of perception because the pro-
cess of perception is an aesthetic end in itself and must be prolonged.

(Shklovsky, 1917, 1965).1

This revelation stayed with me.
As a sociolinguist and transnational navigating American, Chinese, and Russian

worlds, this notion became a framework for questioning the assumptions we carry

!Original text from Shklovsky (1917), retrieved from https://www.opojaz.ru/manifest
s/kakpriem.html. English translation from Shklovsky (1965), in Lee T. Lemon and Marion
J. Reis (Eds.), Russian Formalist Criticism: Four Essays (Lincoln: University of Nebraska
Press, 1965).
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CHAPTER 1

INTRODUCTION

1.1 SOCIALLY MODULATED SPEECH PERCEPTION IN L1 vs. L2 CONTEXTS

Speech perception is not a passive decoding of acoustics, but a dynamic process
shaped by both bottom-up input and top-down expectations. Listeners actively lever-
age their linguistic and social knowledge to interpret what they hear. A growing body
of research demonstrates that beliefs about a talker’s background can systematically
influence how incoming speech sounds are categorized (Strand, 1999; Rubin, 1992;
Hay and Drager, 2010; McGowan, 2015; Gnevsheva, 2018; Wade, 2022). For exam-
ple, listeners’ perceptions have been shown to shift based on a talker’s perceived age
(Koops et al., 2008), gender (Strand, 1999), regional dialect (Niedzielski, 1999; Hay
et al., 2006; Hay and Drager, 2010; Wade, 2022), or ethnic background (Rubin, 1992;
McGowan, 2015, 2016; Gnevsheva, 2018), even when the acoustic signal itself is iden-
tical. In a classic demonstration, (Lambert et al., 1960) presented the same voice in
different language guises and found that listeners’ evaluations of the speaker changed
purely as a function of their beliefs about the speaker’s identity. Such studies cement
the view that what we hear is filtered through what (and whom) we expect.
Current literature in the field offers robust evidence that social information biases
perception for monolingual or native (L1) listeners, yet far less is known about how
these effects play out for second-language (1.2) listeners. It is reasonable to assume,

as (McGowan, 2016) suggests, that all listeners use “linguistic and social knowledge



to impose structure upon the sensory events of speech” (p. 26). Nevertheless, L2
listeners could experience bias effects in ways that diverge from L1 listeners due
to their different linguistic backgrounds and social orientations. In particular, L2
listeners bring the influence of their native phonological system to perceiving the
L2, and they may hold distinct attitudes or category boundaries for what counts as
“native-like” speech. These perceptual and attitudinal frameworks also shape how L2
listeners draw social boundaries, especially in distinguishing “in-group” from “out-
group” talkers. For instance, from a native English listener’s perspective, a fellow
native speaker is an in-group talker, whereas a person speaking English with a foreign
accent may be perceived as an out-group member. By contrast, an L2 English listener
may classify talkers along multiple dimensions of proximity to a speaker, including
linguistic similarity, social alignment, and language attitudes. I categorize the speaker
in three ways: (1) an L1 English speaker, (2) an L2 English speaker sharing the
listener’s L1, and (3) an L2 English speaker who does not share the listener’s L1.

These differing orientations mean that L2 listeners may not mirror L1 listeners
in their social perceptual biases. For instance, an English learner from China might
be especially attuned to a Chinese-accented English speaker (a peer L2 speaker) and
could conceivably understand a Chinese-accented utterance more readily than an
American listener would. On the other hand, the same L2 listener might also hold
native English speech as the model of correctness, leading them to accommodate or
perceive speech differently when they believe the talker is a native speaker. In short, 1.2
speech perception may be biased in ways inherently different from L1 perception, due
to L2 listeners’ unique blend of L1-based phonological processing and their distinct
social framing of who is “us” vs. “them” in a given speech context.

The present work is motivated by this gap in understanding. We know that na-

tive listeners routinely integrate social information (e.g. a talker’s age, race, L1) into



speech processing, but we know relatively little about how the same social cues affect
L2 listeners’ perception. If L2 listeners do use social cues, do they use them to the
same extent, and in the same ways, as native listeners? Or do differences in linguistic
experience and social group alignment lead to different outcomes? Addressing these
questions is important for building a comprehensive theory of speech perception. It
can reveal whether the mechanisms demonstrated in L1 perception studies are univer-
sal to all human speech processing, or whether they interact with language experience
in important ways. This dissertation particularly examines adult sequential bilinguals
of Mandarin—English and Russian—English, two groups that acquired English as their
L2. These groups were chosen because their L1s occupy opposite ends of the VOT con-
tinuum (as will be discussed in Chapter 2) in drawing boundaries for voicing contrast,
allowing us to observe potential perceptual shifts in both directions along that contin-
uum. By investigating how social information about a talker’s identity (for example,
cues suggesting the talker is a native vs. non-native English speaker) might alter these
bilinguals’ categorization of English speech sounds, this dissertation explores whether
the biasing effects observed in monolingual listeners extend to bilingual listeners, and
if so, how the listeners’ L1 background might modulate those effects.

In the sections that follow, I review key aspects of social speech perception and
bilingual phonetic processing that form the foundation of this study. Section 1.2 ex-
amines the role of race and social expectations in shaping perception. Section 1.3
discusses findings on L2 phonetic convergence and the link between perception and
production in bilinguals. Section 1.4 introduces the theories of bilingual phonetic
processing and the double boundary hypothesis, which motivates the current inves-
tigation of context-sensitive category shift. Finally, Section 1.5 presents the research

questions and sets of hypotheses driving the present work.



1.2 THE ROLE OF RACE AND SOCIAL EXPECTATIONS IN SPEECH PERCEPTION

Among the various social factors, race and ethnicity have emerged as powerful modu-
lators of speech perception in many L1 studies (Kutlu et al., 2022¢,b; Kutlu, 2023). In
multicultural societies, listeners often carry ingrained expectations linking race with
language ability or accent, and these expectations can bias what they hear. In U.S.
English settings, for example, Whiteness is commonly associated with being a native
English speaker, whereas individuals of Asian descent are frequently presumed to be
non-native speakers until proven otherwise. These racialized expectations form an
implicit backdrop that listeners may apply when processing speech. Recent work by
(Kutlu, 2023) discusses how such raciolinguistic perceptions lead listeners to mishear
or judge speech differently based on the racial appearance of a talker, even when the
speech itself is the same. In other words, listeners often conflate race with linguistic
competence, and this effect can skew their perception of accent or intelligibility.

A seminal study by (Rubin, 1992) brought this issue to light in the context of U.S.
university classrooms. Rubin was interested in why students often complained about
the “accents” of Asian teaching assistants. Rather than examining the TAs’ actual
speech, Rubin cleverly manipulated students’ impressions of who the TAs were. He
played an identical recording of a lecture given by a native English speaker to two
groups of students, but showed each group a different photograph of the supposed
speaker: one photo depicted an Asian woman, the other a Caucasian (White) woman.
The results were striking: students who believed the speaker was Asian rated the voice
as more “heavily accented” and less comprehensible than students who thought they
were listening to a White speaker. In reality, the audio was identical in both conditions.
Rubin’s finding demonstrated that racial bias alone — the mere sight of an Asian face —

could create the illusion of a foreign accent and even impair comprehension. This study



exposed how profoundly race-based expectations can shape one’s auditory experience,
effectively injecting an accent into the listener’s mind even when acoustically there is
none.

Subsequent research built on Rubins’s (Rubin, 1992) pioneering work, examining
not only the negative effects of a race—accent mismatch but also cases where match-
ing a talker’s race and accent can aid perception. (McGowan, 2015) showed that in
difficult listening conditions, aligning the expected race of a talker with their accent
improves listeners’ comprehension. In McGowan’s experiment, native English listen-
ers heard sentences spoken in Chinese-accented English against noise. When these
sentences were presented with a picture of an Asian face (congruent with the Chi-
nese accent), listeners were significantly better at understanding the content than
when the same sentences were paired with a White face. In essence, when the talker
“looked” Asian, listeners’ brains expected an Asian accent and coped better with it,
whereas a mismatch between face and voice (an Asian accent coming from a White
face) disrupted processing. This finding is often interpreted through the lens of reverse
linguistic stereotyping and the so-called “mismatch effect”. Listeners carry stereotypes
about how certain groups speak, and when incoming cues violate those stereotypes
(e.g., an accent that doesn’t “match” the speaker’s appearance), processing is dis-
rupted.

Other studies have revealed more nuanced ways that racial expectations infiltrate
perception. (Gnevsheva, 2018), for instance, examined how native English listeners
in New Zealand rated the accentedness of audio clips when provided different vi-
sual or contextual information. Listeners heard English speech from L1 Korean, L1
German, and L1 New Zealand English speakers under three conditions: audio-only,
audio+video, and video-only (no audio). Intriguingly, Gnevsheva found that when

no audio was present (video-only), listeners still formed expectations about accent



based on the talker’s appearance, and that these expectations could lead to imagined
accents. In the case of a Korean speaker, participants in the video-only condition
expected a strong accent and later, when hearing the voice or reflecting on it, rated
the Korean speaker as having a heavier accent than they actually did. Meanwhile, for
a German speaker, seeing the talker reduced the perceived accent in the audio-visual
condition (perhaps because the German speaker did not fit the listeners’ stereotype of
a heavily accented English speaker). These results demonstrate that listeners actively
use racial and ethnic information to “fill in” linguistic qualities. They may imagine a
thicker accent for someone who looks Asian — even in the absence of audio — and con-
versely might downplay an accent when the talker looks more familiar or “expected”
to them. Racial cues, therefore, do not merely add a slight bias at the margins of
perception; they can fundamentally alter what listeners think they hear, to the point
of creating percepts that align with stereotypes rather than with the acoustic reality.

Notably, social expectations can be manipulated through explicit labels and sym-
bols as well as through a talker’s physical appearance. In a classic study on dialect
perception, (Niedzielski, 1999) presented Detroit listeners with the same ambiguous
vowel sounds but told them in one condition that the talker was from Michigan (their
home region) and in another that the talker was from Canada. When listeners be-
lieved the talker was Canadian, they reported hearing the vowels as more “Canadian-
sounding” (raised ou vowels, a feature associated with Canadian English), but when
the same speech was labeled “Michigan,” listeners did not report hearing the raised
quality. Simply changing a written label (“CANADA” vs. “MICHIGAN?”) on the test
materials was enough to shift how people categorized a vowel sound. Similarly, (Hay
and Drager, 2010) famously showed that even subtle, non-human cues can prime lis-
teners’ expectations. They placed stuffed toy animals (a kangaroo vs. a kiwi bird)

in plain view of participants during a speech perception task; when the kangaroo



was visible, New Zealand listeners were biased to hear vowels as more Australian-
like, whereas the kiwi toy cued more New Zealand-like vowel perceptions. Neither
toy “speaks,” of course, but each symbolically invoked a national stereotype that in-
fluenced perception. These findings drive home a critical point: speech perception is
deeply social. Our brains do not process speech sounds in a vacuum — we constantly
incorporate contextual clues about who is speaking, where they are from, and what
social attributes they have, often without conscious awareness. Race is one of the
most salient and consequential of these attributes in many settings, as it can trigger
a cascade of associated beliefs (about accent, intelligence, status, etc.) that listeners
then project onto the speech signal.

For the present research on bilingual L2 listeners’ socially modulated speech per-
ception, the role of race-based expectations is a central concern. If native English
listeners imagine accents or adjust comprehension based on a talker’s race, will L2
English listeners do the same? On one hand, L2 listeners might be less susceptible
to some biases; for instance, a Chinese L2-English listener might not assume that
an Asian-looking person with L2 background must have an accent, if the listener
deems themself as proof that an L2 speaker can speak fluent English. On the other
hand, L2 listeners might have their own set of biases — perhaps preferring the speech
of “native-English-looking” individuals because they aspire to that pronunciation, or
conversely, finding comfort and intelligibility in the speech of someone who shares their
ethnicity. The prior L1 studies suggest a range of outcomes is possible. What they
definitively illustrate is that socially driven perception is powerful: listeners can be
“tricked” by their expectations, sometimes for the worse (as in (Rubin, 1992)’s study,
where bias created comprehension problems) and sometimes in facilitating ways (as
in (McGowan, 2015)’s congruent face case improving comprehension). The current

study builds on this insight to examine whether similar effects extend to bilinguals



by asking whether social cues about a speaker’s racial and linguistic identity alter
bilinguals’ phonetic categorization in English. If L2 listeners show perceptual shifts
patterned by talker identity—as monolinguals have—this would extend theories of
socially modulated speech processing into the bilingual domain. If they do not, this

may indicate that bilingual experience modulates or attenuates such biases.

1.3 L2 PHONETIC CONVERGENCE AND THE PERCEPTION-PRODUCTION LINK

Listeners are not only perceivers but also potential imitators. A robust finding in
phonetics is that people tend to converge toward the speech patterns of their inter-
locutors (often unconsciously) — a phenomenon known as phonetic accommodation
(Giles et al., 1991; Giles and Powesland, 1997). This effect has been documented
widely among native speakers, but it is particularly pertinent in second-language
contexts. L2 speakers often exhibit a strong inclination to imitate or adopt the pro-
nunciation features of native speakers when speaking the L2. In other words, they
converge toward what they perceive as the target norm. For example, in a study of
Polish learners of English, (Zajac and Rojezyk, 2014) found that participants who
shadowed English vowels tended to make their vowel durations more like a native
British English model’s when the model was a native speaker — but if the model
speaker had a noticeable Polish accent, the learners did not converge in the same
way (in fact, they sometimes diverged). This finding suggests that L2 speakers pref-
erentially imitate what they believe to be the more native-like pronunciation. Even
without explicit instructions to “sound like” the model, these learners shifted their
production toward the native English speaker’s vowels far more than toward a fellow

L2 speaker’s, effectively distancing themselves from the non-native model. Such be-



havior likely reflects both a cognitive inclination to align with a perceived standard
and a social desire to fit in with native norms.

Social beliefs can amplify convergence effects. (Jiang and Kennison, 2022) demon-
strated this effect in a clever map-task experiment with Mandarin L2-English speak-
ers. All participants interacted with the same conversation partner (a research confed-
erate) via audio, but half were told that the partner was a native speaker of American
English, while the other half were told the partner was a non-native English speaker
(with Swiss as L1). In reality the partner’s speech was identical in both conditions.
The results showed that the Mandarin speakers adjusted their pronunciation of cer-
tain vowels (/&/ and /e/) significantly more when they believed they were talking to a
native speaker than when they thought their partner was another non-native speaker.
They shifted their vowel qualities to more closely approximate native English norms
when under the impression that their interlocutor was American. Simply believing
one is talking to a native speaker triggered a stronger accommodation response in L2
production. The authors conclude that L2 speakers’ production is not just passive
imitation, but is modulated by social perception and attitudes — here, the prestige or
status associated with a native speaker influenced how much the L2 learners adjusted
their speech.

These studies on L2 production raise the question: How do such convergence ten-
dencies relate to perception in L2 users? In bilinguals, the link between perception
and production is complex. On one hand, accurate perception is generally thought
to precede or enable accurate production—as one cannot reliably produce a sound
distinction that one cannot hear. On the other hand, many late bilinguals can approx-
imate native-like production of certain L2 sounds while still perceiving those contrasts
through the filter of their L1 categories. This mismatch has been documented in clas-

sic work by (Caramazza et al., 1973) on French-English bilinguals production and



perception of VOT. These bilinguals adjusted their VOT in production depending on
whether they were speaking French or English, coming close to the monolingual norms
in each language. However, in perception they did not fully switch to monolingual-like
category boundaries. Instead, their perceptual identification of /pa/ vs. /ba/ sounds
was intermediate, influenced by both their French and English experience. In short,
they produced like two distinct monolinguals, but perceived like a bilingual, with a
merged or dual set of criteria.

These observations motivate a key question for the present research: If bilingual
listeners’ productions are influenced by who they believe they are speaking to, might
their perception likewise be affected by who they believe they are listening to? While
prior work has documented perceptual mode-shifting in response to overt language
context (Caramazza et al., 1973), this study investigates whether more subtle social
cues, such as the perceived native language or ethnicity of the speaker, can also
prompt shifts in bilinguals’ phonetic boundaries. In doing so, the current research
examines whether socially modulated accommodation, well established in production,
extends into the domain of perception, and whether L2 listeners’ phonetic category
settings remain stable or adapt dynamically in response to speaker identity. These
questions not only highlight the need to study perception directly, but also invite
a closer examination of how bilinguals mentally represent and access their phonetic
categories. If social context can modulate where a listener draws a boundary between
two sounds, it may suggest the existence of multiple, language-specific systems that
can be selectively engaged. The next section explores this possibility by reviewing

theoretical accounts of bilingual phonological organization and category flexibility.
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1.4 BILINGUAL PHONETIC ARCHITECTURE AND THE DOUBLE BOUNDARY HY-

POTHESIS

Understanding how bilinguals perceive phonetic contrasts (like voicing) requires ad-
dressing a broader theoretical question: How are two phonological systems represented
in the bilingual mind? Empirical findings suggest that bilinguals often maintain func-
tionally distinct categories across languages, yet cross-linguistic influence is common.
For example, (Caramazza et al., 1973) observed that bilinguals produced language-
appropriate VOTs, suggesting separate systems in production, while their percep-
tual boundaries were intermediate, pointing to merged or interactive representations.
These results indicate that bilingual phonetic systems may operate in a flexible and
interconnected manner rather than as completely separate entities.

This flexibility is further captured in (Flege, 1995)’s Speech Learning Model
(SLM). According to SLM, when an L2 sound closely resembles an L1 category, bilin-
guals may “equate” the two, leading to a merged perceptual category. If the sounds
are sufficiently distinct, a new category can form. For instance, English /t/ may be
similar enough to Mandarin /t/ (both aspirated) to be treated as equivalent, but
differ enough from French /t/ (unaspirated) to merit a separate category. The model
thus predicts asymmetries in L2 acquisition depending on whether a contrast maps
onto an existing L1 category.

Applied to voicing, this reasoning suggests that Russian—English bilinguals may
either equate English voiceless stops with their Russian counterparts (which have
shorter VOTS) or form new categories. In the former case, a single broad category
may span a wide VOT range, making it harder to detect distinctions like /b/ vs. /p/.

With experience, bilinguals may split such categories or refine internal boundaries.
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This flexibility—the ability to shift or recalibrate boundaries—has become a key
construct in models of bilingual speech perception.

The Double Phonemic Boundary Hypothesis (Caramazza et al., 1973; Elman et al.,
1977; Garcia-Sierra et al., 2009) proposes that bilinguals can adopt different category
boundaries for the same phonetic continuum depending on context. (Elman et al.,
1977) provided early evidence for this model by showing that Spanish-English bilin-
guals shifted their VOT boundary depending on whether the task was conducted in
English or Spanish. Similarly, (Bohn and Flege, 1993) also found that Spanish-English
bilinguals shifted vowel boundaries based on the task language. (Garcia-Sierra et al.,
2009) further showed neurophysiological differences in bilinguals’ responses to the
same stimuli under different language contexts. Collectively, these studies suggest
that bilinguals’ perceptual systems can adaptively tune to one language or the other.

This dissertation tests whether social context cues can also trigger such tuning.
While prior work has demonstrated mode-shifts via linguistic context (e.g., surround-
ing language or task instructions), the design in the present study examines whether
these effects extend when social cues such as a talker’s perceived L1 background, racial
appearance, gender, and other identity markers are presented as speaker guises. For
example, will a Mandarin—English bilingual categorize an ambiguous /ta/—/da/ token
differently if they believe the speaker is American versus Chinese?

If bilinguals systematically adjust their phonemic boundary based on speaker iden-
tity, it would extend models like the double-boundary hypothesis to include socially
mediated switching. It would also suggest that bilinguals’” multiple phonetic systems
can be selectively engaged not only by explicit cues, but also by implicit social beliefs.
Conversely, if no perceptual shift is observed, it would imply that for this contrast
and group, listeners rely on a stable category—perhaps a compromise between L1

and L2 norms. Either outcome offers insight into how bilingual phonetic categories
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are structured and whether they remain fixed or adapt dynamically under social in-

fluence.

1.5 RESEARCH QUESTIONS AND HYPOTHESES

Building on the theoretical and empirical foundations outlined above, this study in-
vestigates how Mandarin-English and Russian-English bilingual listeners integrate
social and acoustic information when processing sounds along a VOT continuum.
Specifically, it examines whether listeners’ beliefs about a talker’s native language
background modulate their categorization of English voicing contrasts under vari-
ous social conditions. To address this overarching question, the dissertation evaluates

three dimensions of perceptual behavior:

1. Explicit boundary judgment (Chapter 3). How do bilingual listeners rate
voicing contrasts in isolated syllables when the supposed native-language status
of the speaker is manipulated? Using a Visual Analog Scale (VAS) task, this
experiment tests whether labeling a talker as a native, familiar non-native, or
unfamiliar non-native English speaker shifts where listeners “hear” the category

boundary between /ba/-/pa/, /da/-/ta/, and /ga/-/ka/.

2. Implicit processing in context (Chapter 4). How do bilingual listeners pro-
cess voicing contrasts in real words when primed with audiovisual cues about
the speaker’s ethnicity and language background? Using anticipatory eye move-
ments during real-time lexical processing (e.g., BARK vs. PARK), this experi-
ment examines whether listeners’ gaze behavior reflects socially modulated cat-

egorization.
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3. Individual differences (Chapter 5). To what extent do listener-specific
traits—such as English oral proficiency or autistic-like cognitive style—influence

the degree to which social cues modulate phonetic perception?

These questions are tested across two groups of late sequential bilinguals: Russian-
English and Mandarin-English speakers. These groups were selected because their
L1s represent opposing ends of the VOT continuum: Russian has relatively short-lag
voiceless stops, while Mandarin has long-lag voiceless stops. Beyond these phonetic
contrasts, the groups also differ in their prototypical racial representation: Mandarin
speakers are typically perceived as nonwhite, where as Russian speakers are often
perceived and self-categorized as white. This distinction matters because race is a
salient component of social guises (Kutlu et al., 2022¢,b; Kutlu, 2023). Thus, the
selection of these two speaker groups not only enables testing perceptual boundary
shifts from both ends of the VOT spectrum, but also allows examination of how
racialized guises interact with bilingual listeners’ perception of voicing contrasts, a
theme explored further in in Chapters 3 and 4. As a result, any shift in category
boundary due to social information should manifest in opposite directions between
the two groups, offering a strong test of the effect.

Across all experiments, participants were presented with auditory stimuli derived
from English voicing minimal pairs across three places of articulation (bilabial, alve-
olar, and velar), each synthesized into a nine-step VOT continuum spanning from
clearly voiced to clearly voiceless. After listeners completed baseline judgments on
auditory stimuli alone, they then responded to the same stimuli paired with audiovi-
sual guises representing three speaker identities: American, Chinese, and Russian.

This study hypothesizes that bilingual listeners’ perceived phonetic boundaries

in English are not fixed, but shift in predictable ways depending on both the social
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context and the listener’s own language background. Specifically, listeners’ categor-
ical boundaries between voiced and voiceless sounds are expected to lie intermedi-
ate between English and L1 norms, reflecting bilinguals’ mixed phonetic experience.
Moreover, different talker guises are predicted to modulate which phonological system
activates. For instance, when listening to a speaker believed to be a fellow L2 En-
glish user (e.g., with Russian or Chinese as L1), listeners may draw on their L1-tuned
boundary (e.g., shifting toward shorter VOT for Russian listeners, longer VOT for
Mandarin listeners). In contrast, a native-speaker guise may cue a more English-like
categorization. In essence, social identity cues may tilt bilingual perception toward
one or the other of their two phonological systems. Observing such shifts would pro-
vide strong evidence for the double phonemic boundary hypothesis in a socially cued
context; failure to observe such shifts would support a single-system interpretation of
bilingual phonetic perception.

Having introduced the aims of this research, the next chapter (Chapter 2) provides
a targeted literature review grounding the experimental design. It covers foundational
work on the matched guise task, crosslinguistic differences in voice onset time (VOT),
individual difference measures known to explain within-group listener variability, and
the rationale for using eye-tracking to capture real-time processing. This context
motivates the three experiments and clarifies their place in the broader landscape of
bilingual speech research.

The remaining chapters report the three empirical studies and their implications.
Chapter 3 tests whether talker identity modulates listeners’ explicit phonetic judg-
ments in a VAS rating task. Chapter 4 examines whether online perceptual processing
is likewise guided by social expectations, using anticipatory eye movements. Chap-

ter 5 explores how listener traits shape perceptual plasticity in the face of social cues.
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Finally, Chapter 6 summarizes the results across tasks and discusses broader impli-

cations for theories of bilingual phonetic perception and socially driven variability.
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CHAPTER 2

LITERATURE REVIEW ON METHODOLOGICAL INTEGRATIONS

The chapter reviews literature that highlights four critical components. First,
matched-guise paradigms (Section 2.1) provide a controlled way to probe how beliefs
about speaker identity shape perception, particularly in ambiguous contexts. Second,
voice onset time (VOT; Section 2.2) is a robust and cross-linguistically variable cue,
making it ideal for testing bilingual listeners’ perceptual boundaries and how these
boundaries shift under social modulation. Third, individual differences (Section 2.3)
remind us that bilinguals are not a homogeneous group: proficiency and cognitive
style, particularly autism-aligning traits, may explain why social information influ-
ences some listeners more than others. Finally, eye-tracking (Section 2.4) offers a
dynamic, implicit measure of perceptual processing, capturing the time course of

social effects in ways that explicit rating tasks cannot.

2.1 MATCHED-GUISE PARADIGMS AS ASSESSMENT FOR SOCIAL MODULATED

SPEECH PERCEPTION

The matched-guise paradigm has long served as a powerful methodological tool for
uncovering both how listeners’ beliefs about a speaker shape their perceptual re-
sponses to speech and how their form social evaluations of the speaker based on the
characteristics of the speech (Campbell-Kibler, 2007; Marcinko, 2023). This paradigm

manipulates listeners’ expectations about speaker identity while holding the speech
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signal constant, thus isolating the top-down effects of social information. In its origi-
nal form (Lambert et al., 1960), it was used to probe attitudinal judgments by having
bilingual speakers produce the same content in two languages, revealing that listen-
ers attributed different personality traits depending on the language, interpreting
language as a proxy for speaker identity. Since then, matched-guise methods have
been widely adapted to examine more subtle perceptual phenomena, including ac-
cent evaluation (Nejjari et al., 2019), speech style (Tamminga, 2017), and phonetic
categorization (Reinisch and Holt, 2014).

Matched-guise tasks are particularly well suited to studying perceptual boundary
shifts—cases where acoustic cues are ambiguous and subject to top-down influence.
For example, when listeners are asked to categorize fricatives along an /s/-/[/ con-
tinuum, knowing the presumed gender of the speaker can bias judgments — with
the same ambiguous sound perceived as as postalveolar /[/ when paired with male
speaker and /s/ with female speaker, consistent with socially indexed speech norms
(Strand, 1999). Similarly, (Hay and Drager, 2010) showed that vowel categorization
could shift when the same speech was attributed to speakers from different dialect
backgrounds. These effects are especially likely to emerge in mid-range steps of con-
tinua, where acoustic cues are most ambiguous and prior expectations have the most
room to influence perception.

As detailed in Chapter 1 and above, listeners often show different perceptual re-
sponses to the same speech signal depending on whether the talker is introduced via
a photo, a written description, or other cues, e.g., (Hay and Drager, 2010; Johnson
et al., 1999; Niedzielski, 1999; Rubin, 1992). These studies confirm that listeners’ so-
cial expectations can recalibrate the interpretation of ambiguous sounds. The present

section builds on this conceptual foundation and focuses on how these methods have
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been leveraged to design experiments that probe phonetic categorization, especially
in contexts of ambiguity.

The present study adopts this approach to test how audiovisual social guises high-
lighting talkers’ native language background modulate L2 listeners’ phonetic bound-
ary placement in categorizing stop consonants by VOT. As previously discussed in
Chapter 1, socially induced bias in bilingual perception may arise either from ex-
pectations about talker-specific phonetic norms or from listeners’ own metalinguistic
assumptions about who “should” produce which sounds. By using identical audio stim-
uli across guises, this design can isolate how beliefs about speaker identity influence
perceptual decisions.

This approach also enables several analytical advantages. First, it allows us to
focus on the ambiguous regions of the VOT continuum, where bottom-up input is
insufficient to guarantee a stable categorization and where social information may tip
the balance. Second, it permits an examination of asymmetries in bias—for instance,
whether the native guise functions as a perceptual default, or whether the non-native
guise elicits stronger modulation due to heightened listener expectations. Third, it
opens the door to probing individual variability in susceptibility to social cues, which
is explored in later chapters.

Finally, although attitudinal judgments are often intertwined with speech percep-
tion, the present study limits its focus to phonetic categorization, not overt attitudes.
The matched-guise paradigm provides a subtle but controlled method for introducing
social context without directly prompting evaluative responses. In doing so, it lays
the groundwork for investigating how bilingual listeners resolve ambiguity in speech

when faced with minimal but salient social cues.
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2.2 VOICE ONSET TIME AS A PHONETIC CUE AND EXPERIMENTAL PROBE

Voice Onset Time (VOT) is the interval between the release of a stop consonant and
the onset of vocal fold vibration (voicing) for the following vowel. In many languages,
it serves as a fundamental cue for differentiating voiced and voiceless stop consonants.
For example, in English, the sounds /b, d, g/ (voiced stops) typically have a short
VOT (often even a slight voicing lead or near-zero lag), whereas /p, t, k/ (voiceless
stops) have a longer VOT due to a burst of aspiration. The boundary at which a
listener stops hearing a stop as voiced and starts hearing it as voiceless is a classic
measure in phonetic perception. VOT is well-suited as an “experimental probe” for

several reasons:

e Acoustic measurability. Acoustic measurability: VOT is straightforward to
manipulate and quantify in a controlled way. One can synthesize or digitally
alter recordings to create continua of VOT durations spanning from very short
(fully voiced) to very long (long-lag aspirated). This quality allows precise con-
trol over stimulus ambiguity and ensures the ability to finely sample the per-

ceptual crossover region.

e Perceptual salience. The voicing contrast (e.g., hearing “da” vs. “ta”) is per-
ceptually salient and familiar to listeners, meaning participants can reliably per-
form identification tasks on these sounds. Yet by adjusting VOT, the distinction
can be made as easy or as hard as needed (facilitate the piloting process). The
unambiguous tokens (clearly voiced or clearly voiceless) are included to ensure
listeners understand the task (clearly voiced or clearly voiceless syllables), and

ambiguous ones are used to test the subtle effects.
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Cross-linguistic variability. Crucially for the present study, different lan-
guages implement voicing contrasts with different typical VOT values. English
is often characterized as having a “long-lag” voiceless set (roughly ~ 50 — 80 ms
VOT for /p, t, k/) and short-lag (near 0 — 20 ms) for /b, d, g/. Russian, by
contrast, has a short-lag voiceless system (around 15 — 30 ms for /p, t, k/) and
often pre-voicing (negative VOT) for /b, d, g/. Mandarin Chinese also has long-
lag aspirated vs. short-lag unaspirated stops, but importantly both categories
in Mandarin are phonetically voiceless (Mandarin does not use actual voicing
in this contrast). In practical terms, Mandarin /p, t, k/ have very long VOTs
(often 60 — 90 ms), while Mandarin /b, d, g/ (voiceless unaspirated stops) have
VOTs around 10 — 20 ms. These cross-language differences mean that a given
intermediate VOT might straddle category boundaries differently for different
listeners. Table 2.1 summarizes typical VOT ranges in Russian, English, and

Mandarin, based on values reported in the literature.

Table 2.1: Summary of VOT ranges for voiceless aspirated stops in

Russian, English, and Mandarin.

/p/

Russian (ms) English (ms) Mandarin (ms)
(Ringen and Kulikov, 2012) (Lisker and Abramson, 1964) (Chao and Chen, 2008)
/t/ /k/ /p/ /k/ /p/ /k/
20 38 58 70 80 82 81 92

18

The above properties make VOT an ideal test case for bilingual speech perception.

varies

It is a single, easily manipulable acoustic dimension whose linguistic interpretation

across languages. This quality allows the present study to examine whether

bilinguals shift their perceptual boundary depending on context. I predict that lis-
teners may effectively maintain two reference points—one aligned with their L1 and

another with English—and that social cues may dynamically bias perception toward
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one or the other. For instance, a Russian-English bilingual may more readily cat-
egorize short-lag VOTs as voiceless when the talker is believed to be Russian, but
shift toward a longer VOT threshold under a native English guise. Mandarin—-English
bilinguals may show the reverse pattern, aligning with longer VOT expectations un-
der a Mandarin guise. In short, bilinguals’ voicing boundaries are expected to be
context-sensitive when social information cues one language over another.

Another aspect that makes VOT a useful probe is that it also lends itself to testing
perceptual asymmetries. English listeners are generally more sensitive to increased as-
piration (longer VOTs) than to its reduction, often failing to detect shortened VOTs
(Nielsen and Scarborough, 2015), and they tend to imitate lengthened VOTs more
than shortened ones in production (Nielsen, 2011). Whether this asymmetry is uni-
versal or language-specific remains debated, but in a bilingual context, it raises new
questions: Does the same asymmetry hold for L2 listeners? Can social expectations
modulate sensitivity? For example, expecting a non-native talker might heighten sen-
sitivity to shorter VOTS, reinforcing accent expectations, or it might dampen sensitiv-
ity by normalizing the variation. VOT thus provides a controlled means of empirically

testing these possibilities.

2.3 LISTENER BACKGROUND AND INDIVIDUAL DIFFERENCES

While the previous section focused on group-level patterns rooted in cross-linguistic
phonetic experience in VOT norms between Mandarin, Russian, and English, such
patterns tell only part of the story. Bilinguals are a highly heterogeneous population
and within any bilingual population, listeners do not behave uniformly. They differ in
language proficiency, usage history, and social attitudes, all of which may modulate

how they respond to ambiguous stimuli or social cues. Recent research in sociolinguis-
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tics and speech science has emphasized that group-level averages can mask substantial
within-group variability, shaped by experience, cognitive style, and individual dispo-
sitions. In this spirit, the present study moves beyond a simple Mandarin vs. Russian
bilingual comparison and asks: which individuals, regardless of group, show stronger
or weaker effects of social information?

This question is important not only methodologically, but ethically. Overgeneral-
izing from group means can lead to essentialist or even harmful assumptions, such as
attributing perceptual tendencies solely to ethnicity or L1 background. Third-wave
sociolinguistics reminds us that individuals are active agents, not fixed representatives
of a social category. Within each L1 group, we expect a range of behaviors, possibly
shaped by factors like English proficiency, daily usage, or cognitive style. By identi-
fying such variation, this dissertation aims to develop a model of socially modulated

bilingual speech perception that reflects listeners’ lived reality.

2.3.1 LANGUAGE EXPERIENCE AND PROFICIENCY

One major factor shaping perception is L.2 experience and proficiency. More balanced
or proficient bilinguals may show greater flexibility in switching phonemic bound-
aries between languages. (Elman et al., 1977) found that the magnitude of phonetic
boundary shifts correlated with degree of bilingualism. A highly proficient bilingual
is likely to have more robust L2 phonetic categories, potentially reducing reliance on
social cues—or alternatively, they may be more adept at using context when needed.
(Roberts, 2012) reviewed studies showing that highly proficient L2 learners typically
process language in a native-like way unless the task requires metalinguistic aware-
ness, at which point individual differences like working memory or proficiency become
more apparent. Translating this consideration to our study: in an explicit task like the

VOT continuum rating (Chapter 3), listeners with higher English proficiency may set
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more native-like category boundaries and may integrate social cues differently than
less proficient listeners (e.g., more reliably and accurate activate L2 English phonology
when presented with an American guise).

To explore these effects, participants’ English oral proficiency is assessed using
the English Elicited Imitation Task (EIT), a validated shortcut oral proficiency test
that demonstrates strong alignment with L2 learners oral proficiency results from
more elaborate standardized assessments (Kostromitina and Plonsky, 2022; Tracy-
Ventura et al., 2014; Wu and Ortega, 2013), thereby providing a robust, objective

approximation of their productive command of English.

2.3.2 COGNITIVE STYLES AND THE ROLE OF AUTISM-ALIGNING TRAITS ON

SPEECH PERCEPTION

Cognitive factors are another likely source of variation. Abilities such as working mem-
ory, attentional control, and inhibition have been linked to how well listeners adapt
to difficult or ambiguous speech. For example, Ou and colleagues (Ou et al., 2015; Ou
and Law, 2017) found that Cantonese-speaking listeners with stronger executive con-
trol were better at distinguishing lexical tones and maintaining category boundaries.
(Lev-Ari and Peperkamp, 2013) similarly found that bilinguals with weaker inhibitory
control showed more cross-language interference; French—English bilinguals with poor
inhibition produced and perceived English with more French-like features, likely due
to an inability to suppress their L1.

A particularly intriguing factor for us is cognitive style as reflected in variation
across social and attentional domains. The Autism Spectrum Quotient (AQ) is a
self-report questionnaire designed to assess the degree to which adults with normal
intelligence exhibit social and cognitive tendencies associated with autism-specturm-

related traits (Lundqvist and Lindner, 2017). The instrument comprises 50 items
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covering five sociocognitive subscales — social skills, attention switching, attention
to detail, communication, and imagination — providing a quantitative index of in-
dividual differences in cognitive processing and interaction style. In this dissertation,
the AQ is used not as a diagnostic instrument but as a tool for examining how these
subdomains of sociocognitive styles may shape bilinguals’ speech perception, captur-
ing variation beyond listeners’ language background and English proficiency.

In recent decades, the use of the AQ in speech perception research has revealed
systematic links between autism-aligned traits and how listeners adapt to speech vari-
ability. For example, (Yu, 2010) found that women with lower AQ scores (i.e., those
who socially and cognitively diverge from autistic populations) actually exhibited
less perceptual compensation for a coarticulatory cue, compared to men and higher
AQ individuals. In that study, listeners with very low autistic-trait levels failed to
discount a contextual vowel effect that they normally “should” have (a process akin
to accounting for coarticulation), whereas those with higher autistm-aligned traits
showed more context-normalization. This counterintuitive finding suggests that hav-
ing a more detail-focused (and perhaps less socially driven) cognitive style can some-
times enhance certain perceptual adjustments. Other work by (Yu et al., 2011) sim-
ilarly showed that autism-aligned traits and working memory capacity together af-
fected how people used phonotactic cues in perception. Meanwhile, (Stewart and Ota,
2008) reported that individuals with higher autism-aligned trait levels were less influ-
enced by lexical knowledge when identifying speech sounds, sticking more closely to
acoustic input rather than top-down expectations. These studies indicate that listen-
ers who are more systemizing or detail-oriented (traits linked to the autism spectrum)
may rely less on higher-level contextual or social information when perceiving speech.
Conversely, those who are more intuitive or socially oriented might be more prone to

let context sway their perception, possibly at the expense of fine acoustic detail.
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Building on these findings, this dissertation incorporates the Autism Spectrum
Quotient (AQ) for Adults to examine how sociocognitive style modulates socially
driven shifts in bilingual speech perception. By assessing each participant across five
subscales (Social Skills, Attention Switching, Attention to Detail, Communication,
and Imagination), I aim to determine whether individuals with higher AQ scores
show reduced susceptibility to talker-based biases compared to those with lower AQ
scores.

For reasons of scope and focus, detailed analyses of language attitudes, sociocul-
tural identification, and social networks are not included in this dissertation. However,
incorporating English oral proficiency and AQ measures will still enrich the interpre-
tation of group-level results and help frame future work on socially modulated speech
perception. The next section (2.4) discusses eye-tracking as a key methodological tool
for speech perception research, highlighting its advantages for capturing moment-to-

moment perceptual decisions and subtle biases that traditional tasks may overlook.

2.4 EYE-TRACKING AS A TOOL FOR SPEECH PERCEPTION RESEARCH

Eye-tracking is a widely used method in second language acquisition (SLA), bilingual-
ism, and psycholinguistics, offering fine-grained, real-time insights into how listeners
process speech. However, its application to sociophonetic perception remains under-
explored. This section reviews key advantages demonstrated by past studies, consid-
ers why eye-tracking has been underutilized in socially modulated speech perception
(e.g., its costliness and technical demands compared to more accessible tasks like sur-
veys, rating scales, or interviews), and outlines a new, cost-effective webcam-based

approach to study bilingual listeners’ perceptual biases.
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Eye-tracking captures real-time, unconscious responses during language process-
ing. By recording where and when listeners look while hearing speech, researchers
can track how they incrementally interpret the acoustic signal before forming a con-
scious judgment or overt response. Because eye movements are largely involuntary,
eye-tracking is less susceptible to social desirability or self-censorship, making it es-
pecially valuable for detecting implicit perceptual biases—the subtle ways that ex-
pectations and social context shape interpretation beneath participants’ awareness.
Traditional tasks like identification or rating capture only the final decision, whereas
eye-tracking reveals the processing pathway leading to that decision.

A core method that exemplifies this power is the Visual World Paradigm (VWP).
In a typical VWP experiment, participants view several pictures while hearing a
spoken word, and their gaze shifts toward potential referents as the word unfolds.
For example, hearing “cand-" might initially trigger looks to both candy and candle,
until the final sound disambiguates the word. Classic work by (Tanenhaus et al.,
1995) demonstrated that these gaze shifts provide a moment-to-moment record of
comprehension, revealing syntactic and semantic processing well before participants
make a conscious selection. This continuous, implicit measure has made eye-tracking
a cornerstone of psycholinguistics and bilingualism research.

For bilinguals, eye-tracking has uncovered evidence of language co-activation.
(Marian and Spivey, 2003) showed that Russian—English bilinguals, when hearing
“marker,” often looked at a stamp (marka in Russian), indicating parallel activa-
tion of both lexicons. Similarly, studies of code-switching have demonstrated that
switching between languages mid-sentence incurs a processing cost, observable as de-
layed or disrupted gaze patterns, especially among bilinguals with less experience in

code-switching environments (Valdés Kroff et al., 2018). These findings underscore

27



eye-tracking’s ability to reveal cross-language dynamics that traditional end-point
tasks might overlook.

Despite these successes, eye-tracking remains underutilized in sociophonetic per-
ception research. While rating tasks, surveys, or interviews are comparatively easy to
deploy, eye-tracking has historically been costly and logistically challenging, requiring
specialized equipment and controlled lab environments. Only two published sociopho-
netic studies have used eye-tracking — (D’Onofrio, 2018) and (Koops et al., 2008) —
both of which revealed perceptual biases that traditional measures failed to capture.
(D’Onofrio, 2018) showed that gaze patterns uncovered subtle associations between
TRAP-backing and Californian identity that were absent in matched-guise evalua-
tions, while (Koops et al., 2008) found that gaze data revealed implicit differences
in PIN/PEN merger perception linked to talker age, even when explicit judgments
showed little variation. These results suggest that eye movements can reveal early,
implicit activation of sociolinguistic knowledge, effects that might otherwise remain
hidden.

In this dissertation, Experiment 2 employs a webcam-based anticipatory eye move-
ment (AEM) paradigm to extend eye-tracking into the study of bilingual speech per-
ception with social cues. Participants learn a simple left /right visual association with
voiced vs. voiceless categories (e.g., /b/-initial words on the left, /p/-initial words
on the right). On critical trials, they hear ambiguous VOT stimuli (e.g., between
beach and peach), and their first gaze shift indicates the category they implicitly per-
ceive—before any conscious response is made. By pairing these stimuli with speaker
guises (native vs. non-native), the design tests whether social information biases this
early perceptual resolution.

To make eye-tracking accessible beyond the lab, this study uses OpenFace 2.0

(Baltrusaitis et al., 2016), an open-source gaze estimation toolkit that performs fa-
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cial landmark detection and gaze tracking from ordinary webcam recordings. This
approach significantly lowers costs and logistical barriers while maintaining sufficient
accuracy for left /right gaze tracking as employed by the experiments in this disser-
tation. By integrating this tool, the study not only investigates the interaction of
social and acoustic cues but also demonstrates the feasibility of scalable, low-cost
eye-tracking for sociophonetic research.

In summary, this eye-tracking paradigm complements the explicit Visual Analog
Scale task (Chapter 3) by providing time-sensitive, implicit data about how bilinguals
integrate social expectations with acoustic cues. Chapter 4 details the implementation
of this method and examines whether talker identity affects perception at the earliest

stages of phonetic processing, capturing effects that might otherwise remain hidden.

2.5 SUMMARY OF LITERATURE AND RESEARCH PLAN

The preceding sections have outlined the theoretical and methodological foundations
that motivate this dissertation. Chapter 1 introduced the central research questions,
emphasizing how bilinguals’ phonetic boundaries may shift as a function of both
cross-linguistic phonetic experience and social information about the talker. Chap-
ter 2 built on this foundation by reviewing key methodological tools and experimental
paradigms suited to investigating these questions. Together, these insights inform the
experimental design of this dissertation. The next chapters translate the conceptual
and methodological groundwork of Chapters 1 and 2 into empirical tests of how bilin-

gual listeners integrate social expectations and acoustic cues during speech perception.
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CHAPTER 3

NAVIGATING SOCIALLY MODULATED VOICING CONTRAST
PERCEPTION IN PRE-LEXICAL CONTEXT: A VAS STUDY

3.1 INTRODUCTION

Speech perception is a highly dynamic process shaped by the interplay between
bottom-up acoustic signals and top-down expectations, e.g., (Zekveld et al., 2006;
Davis and Johnsrude, 2007; Ohala, 2014; Wade, 2022). Listeners do not passively
receive sounds; rather, they actively use linguistic and social knowledge to impose
structure on the sensory input they encounter (Niedzielski, 1999). A growing body
of research demonstrates that listeners’ beliefs about a talker’s background—such
as their perceived gender (Strand, 1999; Ceuleers et al., 2022), age (Gordon et al.,
2019), regional (Campbell-Kibler, 2007; Hay and Drager, 2010), ethnic (Kutlu et al.,
2022¢,b), or linguistic identity—can influence how incoming speech sounds are catego-
rized, sometimes altering perception even when the acoustic signal remains unchanged
(Lambert et al., 1960). However, much of the existing work on social speech percep-
tion has focused on L1 listeners processing contextualized speech (Campbell-Kibler,
2007; Hay and Drager, 2010), such as full sentences or naturalistic conversations. Less
is known about how L2 bilingual listeners integrate social information during percep-
tion of isolated acoustic features (e.g., VOT continua), where no broader sentence
context is available to scaffold interpretation. Critically, examining how top-down so-

cial expectations warp perception of acoustically minimal pairs can reveal whether
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social priors operate at pre-lexical processing stages, penetrating foundational pho-
netic encoding before word recognition occurs.

The present experiment addresses this gap by investigating how bilingual listen-
ers categorize fine-grained phonetic contrasts — specifically, the voicing distinction
between three stop sound pairs: /ba/ and /pa/, /da/ and /ta/, /ga/ and /ka/ —
when exposed to social cues about the talker’s language background. By embedding
stimuli in syllable-only contexts, the experiment isolates low-level acoustic processing
from higher-order semantic or syntactic influences, allowing a direct examination of
how top-down social expectations interact with basic phonetic categorization.

The Visual Analog Scale (VAS) method was chosen because it captures partici-
pants’ gradient categorization decisions along a continuous scale, rather than forcing
discrete choices. This approach is especially valuable for detecting subtle shifts in per-
ception that may arise from the interplay/interaction between social information and
acoustic signals like VOT, unlike 2-alternative forced-choice tasks that mask hesita-
tion (Kutlu et al., 2022a). By combining social priming (through guise manipulation
of the talker’s supposed L1 background) with acoustic variation (a VOT continuum
from /ba/ to /pa/), this experiment aims to uncover how bilingual listeners’ phono-
logical activation is influenced by social expectations, and whether social cues trigger
L1- versus L2-based perceptual patterns even at the level of isolated syllables.

This chapter systematically details the experimental trajectory, beginning with
stimulus design and social guise implementation, progressing through analytical
methodologies, and culminating in empirical findings. I demonstrate how Mandarin-
English and Russian-English bilinguals dynamically recalibrate voicing boundaries
when social identity modulates acoustic processing, revealing that perceptual re-

organization occurs not through broad biases but through acoustically constrained
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mechanisms. Importantly, these effects emerge even for isolated syllables, establishing

social meaning as a fundamental architect of pre-lexical phonetic representation.

3.1.1 RESEARCH QUESTIONS AND HYPOTHESES

Our experiment addresses the following questions about bilinguals’ L2 English listen-

ers’ processing of voicing contrasts in syllable context:

1. Do Russian-English and Mandarin-English bilinguals’ voicing contrast bound-
aries in L2 English differ from the VOT boundaries reported for their L1s in
previous literature? This question is addressed using results from the baseline

(no social cues) condition.

(a) Hg(null): No, bilinguals will maintain L1-consistent perceptual boundaries

when processing syllables in L2 English.

(b) Hj (alt): Yes, bilinguals will show evidence of cross-linguistic influence

2. Do bilinguals’ categorization of voicing contrasts vary as a function of both
VOT duration and perceived talker identity (social guise)? This question inves-
tigates whether bilingual listeners rely solely on bottom-up acoustic cues or also

incorporate top-down social information.

(a) Hpy: Listeners’ judgments will depend only on acoustic VOT values, with

no effect of talker guise.

(b) Hjy: Talker guise will modulate perception, such that listeners’ voic-
ing judgments are influenced by any given social information about the

speaker’s language background.

3. If social cues do affect voicing perception, would these shifts systematically align

with listeners’ L1 and L2 phonological expectations?
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(a) Hy: All social effects will be random or inconsistent in direction.

(b) Hj: Social cues will shift perceptual boundaries in predictable directions.
For example, Russian-English bilinguals will show earlier VOT boundary
shifts (closer to Russian norms) when presented with a Russian speaker
guise, and later VOT boundary shifts (closer to English norms) under an

American guise.

3.2 METHODS

3.2.1 OVERVIEW

This experiment assesses listeners’ explicit judgments of three stop consonant pairs:
/pa/-/ba/, /ta/-/da/, and /ka/-/ga/. To elicit these judgments, I use a modified
Visual Analogue Scale (VAS) paired with socially cued speaker guises. The guises
reflect three language backgrounds: (1) a native speaker of Mandarin Chinese, (2) a
native speaker of American English, and (3) a native speaker of Russian. Thus, each
listener group is exposed to three social guises: a familiar non-native guise match-
ing their L1 (e.g., Mandarin for Mandarin-English listeners), a native English guise
(L2), and an unfamiliar non-native guise mismatched with their L1 (e.g., Russian for
Mandarin-English listeners).

This unfamiliar non-native guise serves as a critical control condition. Its inclusion
allows us to test whether perceptual shifts are uniquely triggered by socially familiar
cues that align with listeners’ L1 phonology, or whether the mere presence of any
non-native identity, regardless of familiarity, can influence perception. If perceptual
boundaries shift only in response to familiar guises, this would suggest that socially
driven phonological activation is selective and systematically aligned with listeners’

internalized phonological categories. In contrast, if the unfamiliar non-native guise
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also induces perceptual change, this may indicate a broader susceptibility to social
information or a less specific form of top-down cue integration. Moreover, if listeners
accurately adjust their perceptual boundaries in response to the unfamiliar non-native
guise (e.g., Chinese listeners categorizing an item with shorter VOT under Russian
condition than they do under both the Chinese and the American condition), then
this would reveal that bilinguals can rapidly form novel social-phonological mappings
from brief exposure and apply these adapted boundaries even in semantically minimal,
decontextualized syllable processing.

Speaker guise is operationalized through audio-visual input: participants first
watch a series of short videos featuring speakers with the target backgrounds, and are
then told that the talker they are about to hear is from the same language background
as those in the video clips. All participants complete a baseline condition and all three
social conditions (guises), using a within-subject design. The experiment consists of

four phases:

1. Training phase. Participants practice rating visual and non-target auditory

stimuli on the VAS.

2. Baseline phase. Participants rate the same auditory stimuli without any social

cues.

3. Guise familiarization. Participants are introduced to three speaker guises via

video.

4. Experimental phase. Participants rate the same auditory stimuli as in the

baseline, now accompanied by speaker guise cues.
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Order of the social guises is randomized per participant, and within each guise, all
81 audio trials are completed before proceeding to the next. Stimuli are not inter-
mixed between guises. Each unique auditory stimulus is presented three times, across
a 9-step VOT continuum and three places of articulation, resulting in 81 trials per
condition. Across the baseline and three social conditions, participants complete 324
trials in total. The order of VOT steps within each condition was fully randomized,
and the sequence of social guise blocks and the order of places of articulation of the
target continua were also randomized across participants. I built and administered
the experiment using PCIbex (Zehr and Schwarz, 2018), a browser-based experiment

platform built on JavaScript syntax. See Figure 3.1 for an illustration of the experi-

ment flow.
Phase I: Training ]| ‘ Phase 11: Baseline ‘ [ Phase 111: Experimental Phase ‘
il ’ |‘ randomization
Practice trials: bt Watch Guise A Watch Guise B Watch Guise C
P without social cues:
+ 2 visual BA.PA
2 non-target DA-'I:A E
auditory G‘ AKA Block 1: BA-PA Block 4: DA-TA Block 7: GA-KA
(N=4) ‘w=-3n N=27 N=27 N=27
Block 2: DA-TA Block 5: GA-KA Block 8: BA-PA r-P
N=27 N=27 N=27 4—’
Block 3: GA-KA Block 6: BA-PA Block 9: DA-TA
N=27 N=27 N=27

Figure 3.1: Flowchart showing the structure of one version in the visual
analogue scale (VAS) task.

The three phases include: training, baseline, and three interleaved guise familiar-
ization followed by rating blocks. Each guise (e.g., A = Chinese, B = American, C =

Russian) precedes auditory rating blocks for three POAs (BA-PA, DA-TA, GA-KA),

with guise assignment and POA order pseudo-randomized across three versions.
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3.2.2 MATERIALS
CREATION OF SPEAKER GUISES

Impressions of speaker guises were constructed using a series of short video clips
publicly available on YouTube. Videos were selected to feature real people speak-
ing naturally in English with their own regional or L1l-accented speech. Each guise
includes 3-5 short clips, and speakers represent the intended language background

through setting, topic, and accent.
e American guise

o Buzzfeed video featuring a diverse group of Americans discussing sand-

wiches.

o Street interviews about travel and opinions on America.
e Chinese guise

o Street interviews conducted in Shanghai, themed around learning English

and studying abroad.
¢ Russian guise

o Vlogs and interviews filmed in Moscow, discussing Russian culture, travel,

and language learning.

I carefully excluded any videos in which speakers appeared to be exaggerating,
imitating, or performing an accent, as such portrayals risk reinforcing linguistic stereo-
types and compromise the integrity of sociophonetic research. Our goal was to present
naturalistic, authentic speech that reflects the genuine linguistic background of each

speaker. To this end, I selected videos that were balanced across speaker guises in
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terms of thematic content (e.g., discussions of culture, language, travel, and food),
tone, and visual quality. Additionally, I ensured that stop-initial tokens were compara-
bly distributed across guises to avoid skewing perceptual input. Table 3.1 summarizes
the background of each selected speaker and the number of stop-initialed tokens pro-

duced by each speaker and total for each guise.

Table 3.1: Summary of guise videos: speaker L1, gender, video length,
and number of stop-initial tokens.

Stop-Initial

Guise Video File Name Gender Length (s) Tokens
Mandarin
CN-1-female Female 12 1
CN-2-male Male 12 2
CN-3-male Male 14 0
CN-4-male Male 14 4
CN-5-male Male 8 2
Total b speakers 60 9
Russian
RU-1-male Male 9 4
RU-2-male Male 19 6
RU-3-male Male 6 0
RU-4-male Male 14.7 1
RU-5-female Female 14 2
Total b speakers 62.7 13
American
AM-1-male Male 9 3
AM-2-female Female 13 2
AM-3F-4M-5F-6M* 2 Female, 2 Male 26 16
Total 6 speakers 48 21

* AM-3F-4M-5F-6M comprises 2 female and 2 male speakers.

To maintain participants’ engagement and ensure attentiveness during the guise
familiarization phase, a multiple-choice comprehension question occasionally followed
a guise video. These questions were presented unpredictably, rather than after ev-

ery video, to keep participants alert and discourage passive viewing. In addition to
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verifying comprehension, this unpredictability helped sustain participant focus and
introduced brief delays between the guise familiarization and auditory rating blocks,
thereby reducing the likelihood that participants would recognize they were hearing
the same voice across all conditions. See Figure 3.2 below for an example from the

Mandarin guise phase.

e
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"' ; "‘g. ll‘..

L
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]lh\ !'hl f‘ b - \
'ﬁ __-nr-r‘. '

What is the speaker doing at Purdue?

> 0:08/0:08

‘ PhD ‘ study abroad ‘

summer school ‘ college

Figure 3.2: Mandarin phase guise familiarization. A screenshot from the

Mandarin guise familiarization phase, showing the video presentation followed by a
multiple-choice comprehension and attention check question.

CREATION OF AUDITORY STIMULI

This section details the development of auditory stimuli, from initial recordings and

pilot testing to the techniques used for creating the synthesized auditory continuum.

Initial Recording. Four native speakers were invited to record the six target sylla-

bles (/pa/, /ba/, /ta/, /da/, /ka/, /ga/) in the sound booth in the Linguistics Lab
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at Georgetown University. All four speakers are American English speakers from dif-
ferent U.S. regions (Georgia, North Carolina, Seattle, and Hawaii) and are advanced
bilinguals or multilinguals in at least one other language. Recording was obtained
with Zoom h4n Handy Pro recorder in wav format to preserve acoustic details. Syl-
lables were presented to them in black text against white background, one word per

slide. The order of syllable presentation was randomized across speakers

Selecting the Neutral Voice. To ensure that perceived differences could be at-
tributed to social information alone rather than acoustic differences between talkers,
I selected one talker who was judged to be maximally place-neutral. To evaluate this
perceived social identity, I invited 21 raters to judge short mono-syllabic tokens from
each speaker, rating how likely each speaker sounded Russian, Chinese, or American
on a 0 — 10 scale. Raters included 11 native Mandarin speakers and 8 native Russian
speakers, with the rest highly familiar with both Mandarin and Russian speakers via
personal or professional contexts.

I calculated both the mean and median of each speaker’s ratings across all three
guises. Then, I selected the speaker whose ratings were consistently closest to the
neutral midpoint (i.e., 5 on a 0 — 10 scale) across all conditions as the model talker.
This dual-metric approach helped avoid bias from skewed judgments and ensured
that the selected voice was least marked for any specific social identity. Our winning
auditory stimuli came from Michael, a native speaker of American English from North

Carolina and a graduate student in the Spanish Department.

Creation of Continua. Then, I created VOT continua in Praat using a script by
(Winn, 2020), based on the selective deletion method (Andruski et al., 1994). Each
continuum spanned 9 steps from —70 ms to +90 ms, incrementing by 20 ms. These

VOT boundaries were chosen to fully capture voicing contrasts for bilabial, alveolar,
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and velar stops across the three target languages. For pitch normalization, FO was
set to 100 Hz across all stimuli to minimize prosodic variation while maintaining
natural-sounding male speech.

When automated outputs failed to preserve perceptual naturalness (e.g., inaudible
bursts), I manually edited the original voiced productions by extracting the natural
burst segment and inserting extended VOT portions from the corresponding voiceless
tokens. All concatenations were performed at zero crossings to maintain natural burst
intensity and smooth formant transitions. This was especially useful for creating am-
biguous and intermediate tokens. The same methodology was applied across all three

place-of-articulation continua: /ba/-/pa/, /da/-/ta/, and /ga/-/ka/.
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Figure 3.3: Spectrogram and waveform display of the /ba—pa/ continuum
(steps 1-9) generated in Praat. Each token increases in voice onset time (VOT)
from fully voiced to fully voiceless, illustrating the incremental manipulation at
20 ms per step of the bilabial stop contrast.

Table 3.2: Summary of VOT step number and their corresponding values
in milliseconds.

Step 1 2 3 4 5 6 7 8 9
VOT (ms) -70 -50 -30 -10 10 30 50 70 90
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VISUAL ANALOGUE SCALE (VAS)

Participants rated each auditory token on a horizontal VAS bar with endpoints la-
beled by prototypical voiced (on the left) and voiceless categories (right) (e.g., “da” vs.
“ta”). The VAS allows participants to respond in a gradient manner, capturing subtle
phonetic categorization shifts and certainty levels and rater confidence. Compared
to binary forced-choice tasks (e.g., AX or 2IFC), the VAS provides a more sensi-
tive measure of cue weighting and perceptual boundary location. Prior work (Kutlu
et al., 2022a) has shown that VAS responses better reflect real-world ambiguity and
variability in speech perception, especially when combined with social context. Par-
ticipants click anywhere on the scale to indicate how they perceive each sound. After
each click, the cursor automatically resets to the center to minimize carryover effects
or bias from previous responses (e.g., avoiding lazy clicks in the same position across

trials).

Figure 3.4: VAS interface used in the experiment during a /da/—/ta/
block. The cursor is shown in the center position, where it appears by default at
the start of each trial.

3.2.3 PARTICIPANTS

A total of 85 participants were recruited, all aged 18 or older. Inclusion criteria re-
quired participants to be dominant in either Russian or Mandarin and to have suffi-
cient English reading proficiency to follow instructions. All participants had lived in
an Anglophone country for at least one year and reported no known hearing impair-

ments. Due to limitations in recruiting Russian-dominant speakers on Georgetown’s
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campus (exacerbated by geopolitical events in recent years), most of our Russian par-
ticipants were non-students, whom I recruited through community outreach at two
Russian Orthodox churches in the D.C. area, word of mouth, and an online form that

screened for demographics and language background.

3.2.4 PROCEDURE

Most sessions (n = 74) were conducted in the Linguistics Lab on Georgetown Uni-
versity’s campus using a laptop connected to an external monitor. For participants
unable to commute, I arranged off-campus sessions (n = 8). Within the Russian
group: two participants were tested at a quiet, not yet opened hair salon above a
Russian grocery store, two others were tested at their home. Within the Chinese
group, two participants were tested in a quiet church classroom, and two at home of
the participants. The same external monitor was used across all sessions to ensure
consistent experience and simulation dimensions across all participants.

The experiment began with a short visual practice round and two auditory prac-
tice trials (non-target contrasts: /ma/-/la/ and /s/-/[/). Participants then completed
the three phases (training, baseline, social) of the experiment. Afterward, we con-
ducted a semi-structured interview lasting 5 — 12 minutes, depending on participant
engagement. I also administered an English oral proficiency task via Elicited Imitation
task (EIT) to enable follow-up analyses examining how individuals’ L2 English profi-
ciency may correlate with their responses in VAS task. The entire experiment session
took around 30 minutes. All procedures were approved by the IRB (#00007321) and

designed for accessibility and comfort.
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3.3 STATISTICAL ANALYSIS

3.3.1 DATA OVERVIEW

I collected data from a total of 82 second language users of English: (1) 43 in the Chi-
nese group and 39 in the Russian group. One Russian participant (ID: 028F_RU_AB)
was excluded due to a clear misunderstanding of task instructions. Instead of using the
visual analog scale (VAS) to indicate gradient perception, this participant interpreted
small movements from the center as categorical choices. As a result, her responses
clustered tightly around the center of the scale, in contrast to the more distributed
responses from other participants (see Figure B.2 in Appendix B for a comparative vi-
sualization). One Chinese participant is excluded due to task incompletion. All other
participants’ data were retained, yielding a final sample of 42 Mandarin-English bilin-

guals and 38 Russian-English bilinguals that will be used for downstream analysis.

Table 3.3: Participant breakdown by group, gender, and age.

L1 Gender Count Mean Age Std. Dev.
Chinese listeners Female 25 26.8 9.0

Male 17 30.4 13.2
Subtotal 42 28.3 10.7
Russian listeners Female 26 44.0 14.5

Male 12 34.5 10.1
Subtotal 38 41.0 15.1
Overall Total 80 34.3 11.8
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Figure 3.5: Participant demographics (counts) by group and gender
(mean age + sd).

3.3.2 VARIABLES OF INTEREST

The dataset comprises the following variables, which serve as predictors and /or group-

ing factors in subsequent visualizations and statistical modeling:
1. Listener Group:
(a) Mandarin-English bilinguals (n = 43)
(b) Russian-English bilinguals (n = 38)

2. Condition (referred to as “guises” in modeling): Each participant completed
four experimental blocks, with Block 1 always as Baseline. The order of the

remaining three guises (Blocks 2-4) was randomized across participants.
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(a) Baseline (no social information)
(b) Mandarin (Mandarin guise)

(¢) Russian (Russian guise)

(d) American (American English guise)

3. Block Number: Indicates the sequence of presentation (1 = Baseline, 2 — 4 =

guises in random order).
4. Step:

(a) A categorical variable (1-9) indicating the VOT step along each /ba/-/pa/,
/da/-/ta/, or /ga/-/ka/ continuum.

(b) Step 1 corresponds to a perceptually voiced sound, and Step 9 is voiceless.

5. POA (Place of Articulation):

(a) Bilabial (/ba/-/pa/)

(b) Alveolar (/da/-/ta/)
(c) Velar (/ga/-/ka/)

6. Rating (referred to as “Value” in the models): The participant’s click location
on the VAS, recorded as a continuous value from 0 to 100. A value of 0 corre-
sponds to the leftmost (voiced) endpoint, and 100 to the rightmost (voiceless)

endpoint. Intermediate values reflect gradient judgments.

These variables provide the structure for all downstream visualizations and statisti-
cal models, enabling both group-level and condition-level analyses across the VOT

continuum and places of articulation.
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3.3.3 ANALYTICAL PIPELINE

This study employed a sequential, model-driven analytical workflow where method-
ological choices for each research question were empirically informed by prior results.
This approach follows best practices in speech perception research (Kleinschmidt and
Jaeger, 2015; Wade et al., 2021), ensuring transparency about how analytical decisions
emerged from the data. Accordingly, the following section is organized by research
question, with each subsection outlining the specific analytical strategies and proce-
dures used to address that question, while maintaining logical connections between

stages and their theoretical rationales.

RQ1: BASELINE VOT BOUNDARIES

Our first research question examines whether Russian-English and Mandarin-English
bilinguals maintain L1-typical perceptual boundaries when categorizing voicing in 1.2
English. To address this, I analyzed baseline block responses using three complemen-
tary metrics: (1) mean VAS ratings across the nine VOT steps (=70 ms to 90 ms),
(2) the percentage of responses exceeding the 75% voiceless threshold, and (3) the
first VOT value where mean ratings crossed this 75% boundary. The 75% threshold
was selected to capture intentional voiceless judgments, as values above this thresh-
old require deliberate placement toward the voiceless endpoint of the scale, reducing

ambiguity from midline-adjacent clicks that might reflect uncertainty or motor noise.

Patterns in Voiceless Perception. I first observe the percentage of responses re-
ported as voiceless across both listener groups. Between-group differences emerged
clearly in the percentage of voiceless responses (See Table 3.4). For alveolar stops at
30 ms, Russian listeners—whose L1 has short-lag VOT—categorized the stimulus as

voiceless 41.2% of the time, while Mandarin listeners (with long-lag L1 VOT) did
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so in only 7.9% of trials. This divergence reflects their L1-specific perceptual tuning:
Russian listeners, accustomed to shorter VOT values for voiceless stops, accepted 30
ms as voiceless more readily than Mandarin listeners, who typically require longer
VOTs.

Place of articulation further modulated these effects. At 30 ms VOT, bilabial stops
were categorized as voiceless most readily, with both groups exceeding 90% voiceless
responses. However, for alveolar and velar stops, the same 30 ms VOT was rejected
as voiceless by most Mandarin listeners (< 8% acceptance), while Russian listeners
showed moderate acceptance (61.4% for velars). By 50 ms, both groups converged
toward categorical voiceless perception (> 94% acceptance), suggesting that while
their boundary locations may differ, their endpoint categorization is similar. These
findings also align with aerodynamic evidence that stops with bursts released at a
more fronted position (e.g., lips) naturally require shorter VOTs than those produced

further back in oral anatomy (e.g., alveolars or velars; (Cho and Ladefoged, 1999)).

Table 3.4: Percentage of voiceless responses (VAS > 75) at key VOT
points.

L1 Group Place of Articulation 30 ms 50ms 70 ms 90 ms

Mandarin listeners

Bilabial 92.1%  98.4%  96.8% 99.2%

Alveolar 79%  94.4%  97.6% 98.4%

Velar 71%  78.6%  98.4% 98.4%
Russian listeners

Bilabial 97.4%  982%  99.1% 99.1%

Alveolar 41.2%  94.7%  97.4% 99.1%

Velar 61.4%  97.5%  982%  100.0%

Note. The values represent the percentage of responses > 75 on the VAS scale
(0 — 100), where 100 means completely voiceless.
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Boundary Shifts Relative to L1 Norms. I define each group’s perceptual bound-
ary as the first VOT step (reported as durational value in ms) at which their mean
VAS rating reaches or exceeds 75% “voiceless.” Whereas Table 3.4 showed the percent-
age of individual responses crossing that threshold, this boundary metric abstracts
away trial-to-trial noise to pinpoint where the group’s category judgment becomes

reliably voiceless. Table 3.5 juxtaposes two sets of values:

1. Published monolingual production norms. Left columns reflect the aver-
age VOTs produced by native speakers of Russian (short-lag), English (mid-lag),

and Mandarin (long-lag) for voiceless stops in each place of articulation.

2. Observed bilingual perceptual boundaries. Right columns show the 75
% crossover points from our baseline block for Mandarin-English and Russian-

English bilingual listeners.

Table 3.5: VOT boundaries for voiceless perception: published norms
versus observed.

) ) Reported VOT (ms) Observed (VAS > 75)
Place of Articulation
Russian English Mandarin | Mandarin Russian
Bilabial 18 58 82 30 30
Alveolar 20 70 81 50 50
Velar 38 80 92 50 50

Note. Published VOT norms are from (Ringen and Kulikov, 2012), (Lisker and
Abramson, 1964), and (Chao and Chen, 2008). Observed boundaries correspond to
the 75% voicelessness threshold derived from VAS ratings in the baseline condition.

Despite earlier group differences in raw voiceless response rates (See Table 3.4),
both bilingual groups set identical categorical boundaries, 30 ms for bilabials and 50
ms for alveolars and velars. This convergence is expected, as once mean ratings pass

the 75% mark, individual variability has been largely smoothed out by averaging.
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In Figure 3.6, I overlay these observed boundaries (solid green lines) on each
group’s mean rating curves (+ SE), with Mandarin-English listeners in the top row
and Russian-English listeners in the bottom row. The dashed vertical lines mark the

published production norms for Russian (blue), English (orange), and Mandarin (red).
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Figure 3.6: Bilinguals’ voiceless perception identification at 75%
threshold. Comparison of bilingual responses to L1 and English phonetic norms.

For the Mandarin—-English group (top row), the green line falls well to the left
of both the Mandarin (long-lag) and English (mid-lag) dashed lines in every panel,
indicating that these listeners require less positive VOT than either the reported
native group to reach a reliable “voiceless” judgment. In contrast, the Russian—English
group’s green line (bottom row) consistently falls between the Russian (short-lag)
and English (mid-lag) dashed lines, showing that Russian bilinguals’ default voiceless
perception is already shifted upward from their L1’s shorter VOT toward English.

Across all three places of articulation, both bilingual groups gravitate toward

English-like VOT categories. Mandarin bilinguals overshoot in the opposite direction
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(undershooting both L1 and L2 norms), whereas Russian bilinguals converge into the

English range but do not fully reach the English mean.

RQ 2: DOES SOCIAL INFORMATION ABOUT THE SPEAKER (SOCIAL CUE) MODU-

LATE SHIFTS FROM BASELINE?

Before asking which guises shift voicing perception (RQ 3), I must first show that any
social information departs from baseline (RQ 2) systematically. Because each listener
hears three different guises in succession, later blocks may reflect both carry-over from
earlier exposure and uneven guise assignment. To isolate the initial impact of talker
identity, I therefore compare only the Baseline block (no guise) to each listener’s First
Social block (first introduction of a guise). The sections follow first offer three pieces
of evidence, from methodological and theoretical considerations, as to why comparing
baseline vs. first social block responses is the best approach to the current questions;
then, I show statistical reports on how the four conditions—baseline and the three
social guises—interact with VOT step in shaping bilingual listeners’ voicing contrast

perception.

Block Order Effect. I begin by collapsing across places of articulation to plot
the full distribution of slider ratings in each of the four blocks (Baseline —
First_Social — Second_Social — Third_Social), faceted by the listener group
(Figure 3.7). Mandarin—English bilinguals show only minor shifts from Baseline into
each Social block, indicating relative stability in their categorization over time.
Russian—FEnglish bilinguals exhibit a modest rise at First_Social that grows in
Second_Social before partially receding in Third_Social.

These patterns collapse over PoA and do not account for the fact that guises

were assigned unevenly across blocks. Their relative stability nonetheless hints that
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the largest social-cue effect averaged across both groups occurs at First_Social
(the first divergence from Baseline), motivating our focus on that contrast, and also

suggests that between listener groups, Russian-English bilinguals may be more prone

to social effects than the Mandarin-English group.

Chinese_listeners Russian_listeners

100

Slider Rating (0—100)
3

" o N - " o

g ?cpf‘e" < ::“'3& i‘*’oﬁp@

o

Block Type

Figure 3.7: Distribution of slider ratings by block order across both
listener groups.

Block-Order x Guise Imbalance (Chi-square Tests). To confirm that
guise assignment varied systematically by block, I constructed a 3 x 3 count table

of Block_Type (First_Social / Second_Social / Third_Social) by Guise_Type
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(American / Mandarin / Russian) for each group and ran Pearson’s chi-square

tests of independence. See Table 3.6 for count distributions across guises and blocks.

Table 3.6: Counts of social guise by block type for Mandarin and Russian

bilinguals.
Listener Group Block Type American Mandarin Russian
Chinese listeners First_Social 1053 972 1377
Second_Social 1377 897 972
Third_Social 972 1377 1053
Russian listeners First_Social 1134 1053 891
Second_Social 891 966 1053
Third_Social 1053 891 1145

Note. Each value represents the count of trials per guise and block type for the
corresponding listener group.

Chinese listeners: x*(4) = 281.02, p < .001. Standardized residuals showed
pronounced imbalances: in First_Social, Russian guise was over-represented
(z = +410.04) while American (2 = —4.39) and Mandarin (z = —5.72) were
under-represented; in Second_Social, American was over-represented (z = +12.54)
and Mandarin (z = —6.91) and Russian (z = —5.72) were under-represented;
in Third_Social, Mandarin was over-represented (z = +12.54) and American
(2 = —8.00) and Russian (z = —4.39) under-represented.

Russian listeners: x*(4) = 66.60, p < .001. Here, First_Social showed over-
representation of the American (z = +4.17) and Mandarin (z = +3.09) guises, along-
side under-representation of the Russian guise (z = —7.21); Second_Social under-
represented American (z = —4.61) while Russian was over-represented (z = +3.09);
Third_Social over-represented the Russian guise (z = +4.17) and under-represented

Mandarin (z = —4.61).
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These significant imbalances (See Figure 3.8) confirm that Block_Type and
Guise_Type were not independent for either group, motivating our focus on the
Baseline versus each participant’s First_Social block for a clean between-subjects
comparison in RQ 2.
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Figure 3.8: Gradient-filled stacked barplot on guise distribution by block
order. Guise counts for trials by block type and listener group are shown. The
numbers in each box refer to the total number of trials available for that block.

The order effects and imbalance between guise assignment (as randomly generated
by PClbex) further support the analytical approach to restrict RQ 2 analyses to

Baseline vs. First _Social only.

Theoretical Justification: Accumulation of Social Knowledge. Statistical
imbalance aside, social perceptual learning is a dynamic process, whereby initial
exposure often differs qualitatively from later experience. (Zellou et al., 2017) used
a shadowing paradigm to show that listeners cumulatively build an internal model

of a talker’s articulatory style. Participants gradually shifted their own nasality
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convergence across experimental blocks as they accumulated exposure, even when
the talker’s speech characteristics varied unpredictably. Similarly, (Goldinger, 1998)
demonstrated that early-phase lexical decision tasks are strongly influenced by the
first few exposures to a voice, with diminishing returns over time.

In our perception task, each social block adds another layer of “talker” expectation,
which listeners carry forward their evolving beliefs about how a given guise should
sound. Comparing all three social blocks at once would wash out the initial effect of
introducing a new social cue, obscuring how any given social exposure shapes voicing
judgments. By focusing on Baseline versus First Social, we capture the cleanest
window into talker-identity effects on speech perception, free from the confounds of
cumulative social learning. Having justified our focus on the Baseline vs. First Social
contrast, [ now ask whether talker guises exert a statistically reliable effect on English

VOT perception for either listener group.

Global Interactions. The preceding section our decision to compare the baseline
block with each listener’s first social block, arguing that this contrast offers (i) the
cleanest temporal window on the initial impact of talker identity, (ii) freedom from the
guise-by-block imbalances documented in the chi-square analyses, and (iii) theoretical
alignment with work showing that listeners’ perceptual expectations update rapidly
after the very first exposure to a talker (Zellou et al., 2017). What follows reports
the statistical tests that address RQ 2 proper: Do guises exert any measurable
influence on VOT perception once the experiment introduces social infor-
mation? I proceed from the most general result to the most localised, finishing with
a short summary that sets up RQ 3.

Global interaction models. 1 first asked whether the presence of talker iden-

tity matters at all, irrespective of PoA. For each listener group, a linear mixed-
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effects model fitted with Condition (Baseline, American, Mandarin, Russian),
VOT step (nine-level factor, or step_f in the model), and their interaction as fixed
factors. I included participants IDs and place of articulation (PoA) as random inter-
cepts to capture between-speaker and articulatory variability. Table 3.7 reports the
omnibus Type III Wald x? tests for the fixed effects. In both bilingual groups the
Condition x step interaction is highly significant (Mandarin L1: x? = 67.9; Russian
L1: x? = 124.5, ps < .001), whereas the Condition main effect is not. In other words,
talker identity never causes a blanket up- or down-shift in slider ratings; its influence

is confined to particular VOT steps.

Table 3.7: Type III Wald x? tests for global interaction models.

Listener Group  Effect x?2 df p-value

Mandarin—English  Condition 2.3398 3 .505
step_f 20,619.9670 8 < .001**
Condition X step_f 67.8757 24 <.001"

Russian—FEnglish Condition 1.4545 3 .693
step_f 15,680.0685 8 < .001***

Condition X step_f 124.5225 24 < .001*

Note. Type III Wald x? tests correspond to fixed effects in the mixed-effects model.
Asterisks denote significance levels (**p < .001).

Both groups show the expected, very large main effect of step_f (Chinese: x? =
20.620, df = 8; Russian: x?> = 15.680, df = 8; both p < .001). More critically,
the Condition x step_f interaction reaches significance in both groups (Chinese:
X% = 67.88, df = 24, p < .001; Russian: x* = 124.52, df = 24, p < .001), whereas the
Condition main effect alone is non-significant (ps > .50). The absence of an overall
Condition main effect tells us there is no uniform up- or down-shift in ratings across

the entire continuum. Instead, the significant interaction indicates that any social
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influence is confined to particular VOT steps. To learn which ones, and whether the
effect generalizes across PoAs, I turn to PoA-specific models.

What is shifting? Mandarin—-English bilinguals show a single, focused effect:
the Russian guise boosts voiceless responses at Step 6 by approximately ~ +8 points
(Table 3.8).

Russian—FEnglish bilinguals show a richer, bidirectional pattern: the Mandarin
guise nudges ratings upward at Step 5 but reduces them from Step 7 onward, while

the Russian guise again raises ratings at Step 6 (Table 3.9).

Table 3.8: Significant fixed effects in global model: Mandarin—English

bilinguals.
Term Estimate Std. Err. t value p value
step_£6 38.60 1.21 31.89 < .001**
step_£f7 87.01 1.21 71.89 < .001**
step_£8 90.67 1.21 74.92 < .001**
step_£f9 91.73 1.21 75.79 < .001**
ConditionRussian : step_£f6 8.45 2.25 3.75 < .001

Note. Significant fixed effects from the global linear mixed-effects model for
Mandarin—English bilinguals. Asterisks denote significance levels (**p < .001).

Significant Effects in Global Model for Chinese. The interaction model
confirms a highly categorical VOT response: compared to Step 1, slider ratings at
Steps 6-9 are massively higher (6s = 38.60 — 91.73, t > 31.9, p < .001), reflecting
the sharp perceptual boundary toward voiceless. Crucially, social-cue effects emerge
only at that boundary: the Russian guise produces an additional +8.45-point in-
crease in voiceless ratings specifically at Step 6 (¢ = 3.75, p < .001). No other
Condition X step contrasts reach significance, indicating that talker identity ex-

erts its influence precisely at the most ambiguous VOT region.
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Table 3.9: Significant fixed effects in the global model — Russian—English.

Term Estimate Std. Err. t value p value
step_£f5 3.48 1.44 2.42 .016
step_£f6 65.08 1.44 45.32 < .001***
step_£7 90.89 1.44 63.29 < .001***
step_£f8 92.28 1.44 64.26 < .001***
step_f9 92.49 1.44 64.41 < .001***
ConditionMandarin : step_£f5 6.14 2.84 2.16 031
ConditionRussian : step_f6 8.43 3.03 2.78 .005
ConditionMandarin : step_£f7 -7.36 2.84 -2.59 .010
ConditionMandarin : step_f8 -10.49 2.84 -3.69 < .001***
ConditionMandarin : step_f9 -10.46 2.84 -3.68 < .001***

Note. Significant fixed effects from the global linear mixed-effects model for
Russian—English bilinguals. Asterisks denote significance levels (***p < .001).

Significant Effects in Global Model for Russtans. As with Chinese bilin-
guals, Russian listeners display strong categorical effects across the VOT continuum:
Steps 5-9 all differ reliably from Step 1 (8s = 3.48 — 92.49, ps < .016). Crucially,
social-cue X step interactions emerge at multiple ambiguity points: under the Man-
darin guise, ratings shift by +6.14 points at Step 5 (¢t = 2.16, p = .031), —7.36 at
Step 7 (t = —2.59, p = .010), and —10.49/—10.46 at Steps 8-9 (ts ~ —3.69/—3.68, ps
< .001). Under the Russian guise, ratings increase by +8.43 points at Step 6 (t = 2.78,
p = .005). These effects indicate that Russian bilinguals’ boundary shifts vary in di-
rectionality depending on VOT and perceived talker identity: they tune differently to
Mandarin versus Russian guises at specific perceptual boundary regions.

Place-of-articulation models. Because English VOT lags vary by PoA, the
interaction model is reassessed separately for bilabial (BP), alveolar (DT), and velar

(GK) stops. Only Condition X step terms with p < .05 are summarized in Ta-
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bles 3.10- 3.11. From each model, only those fixed-effect terms whose p-value < .05
are extracted; for brevity, I omit step main effects, which confirm categorical rise in
voiceless judgments.

For Mandarin—-English bilinguals, social identity effects on voicing perception are
extremely focal: the Russian guise yields a 4+-8.45-point increase in slider ratings only
at the ambiguous VOT step (Step 6), and this holds for bilabial, alveolar, and velar
stops alike. No other guise X step combinations reached significance, indicating that

talker identity only modulates perception at the precise boundary region.

Table 3.10: Significant condition X step_f interactions in PoA-specific
models — Mandarin—English bilinguals.

PoA Interaction Estimate Std. Err. t value p value
BP ConditionRussian : step_f6 8.45 2.35 3.59 < .001***
DT ConditionRussian : step_f6 8.45 2.35 3.59 < .001***
GK ConditionRussian : step_f6 8.45 2.35 3.59 < .001***

Note. Each model was estimated separately by place of articulation (PoA). Asterisks
denote significance levels (**p < .001).

Russian listeners display a broader pattern of social-cue modulation at the percep-
tual boundary region. At Step 5 (just before the boundary shift), the Mandarin guise
raises voiceless ratings by &~ +6 points (p =~ .036) for every PoA, whereas the Russian
guise is not yet reliable. At Step 6 the pattern shifts: the Russian guise now con-
tributes an ~ +8 point boost (p ~ .007), while the Mandarin contrast is null. Beyond
the boundary (Steps 7-9), the Mandarin guise reverses direction, lowering ratings by
~ 7—10 points (all ps < .012). These bidirectional effects recur across bilabial, alveo-
lar, and velar stops, indicating that Russian listeners’ perceptual boundary is flexibly

reshaped by talker identity in both directions, depending on the social cue.
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Table 3.11: Significant condition X step_f interactions in PoA-specific
models — Russian—English bilinguals.

PoA Interaction Estimate Std. Err. t value p value
BP ConditionMandarin : step_£5 6.14 2.93 2.09 .036
BP ConditionRussian : step_f6 8.43 3.12 2.70 .007
BP ConditionMandarin : step_£7 -7.36 2.93 -2.51 .012
BP ConditionMandarin : step_£8 -10.49 2.93 -3.58 < .001***
BP ConditionMandarin : step_f9 -10.46 2.93 -3.57 < .001***
DT ConditionMandarin : step_£5 6.14 2.93 2.09 .036
DT ConditionRussian : step_f6 8.43 3.12 2.70 .007
DT ConditionMandarin : step_£7 -7.36 2.93 -2.51 .012
DT ConditionMandarin : step_f8 -10.49 2.93 -3.58 < .001***
DT ConditionMandarin : step_f9 -10.46 2.93 -3.57 < .001***
GK ConditionMandarin : step_£5 6.14 2.93 2.09 .036
GK ConditionRussian : step_£f6 8.43 3.12 2.70 .007
GK ConditionMandarin : step_£f7 -7.36 2.93 -2.51 .012
GK ConditionMandarin : step_f8 -10.49 2.93 -3.58 < .001***
GK ConditionMandarin : step_f9 -10.46 2.93 -3.57 < .001***

Note. Each model was estimated separately by place of articulation (PoA). Asterisks
denote significance levels (**p < .001).

These PoA-specific model outputs show that while both groups are sensitive to
talker identity at the categorical boundary, Russian listeners exhibit a more com-
plex pattern, likely reflecting their richer L1 phonetic space and greater flexibility in
weighting social cues across the VOT continuum.

To complement the tables, mean slider ratings are plotted for all four conditions
across the nine VOT steps, faceted by PoA (columns) and listener group (rows).
Figure 3.9 overlays mean slider ratings for the four conditions, faceted by PoA. In the
Mandarin group, we can see that the guises didn’t produce any clear directions for
most steps, except at Step 6 (the most ambiguous step), where Russian prompted

the most voiceless rating, followed American and baseline, then lastly Mandarin.
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This effect was more obvious for the alveolar pair than other PoAs. Russian listeners
show a more intricate shape: an early Mandarin rise (Step 5), a Russian-guise bump
at Step 6, followed by a Mandarin dip through Steps 7-9—again consistently across
the three PoAs. The pattern holds true across all places of articulation. Moreover,
the Russian group also showed consistent guise differences in earlier VOT steps (e.g.,
Steps 1-5; although not statistically significant), whereby a Chinese guise suppressed
voiced categorization and Russian guise strengthened voiced perception, especially in

bilabial and alveolar context.
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Mean Slider Rating by Condition for Mandarin-English Bilinguals
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Figure 3.9: Mean slider ratings by listener group and PoA. Top for
Mandarin—English bilinguals (N = 42), bottom for Russian—English bilinguals
(N = 38). Baseline = black, American = blue, Mandarin = orange, Russian =

green. Top: Mandarin; bottom: Russian.
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These observations confirm that social information matters, but only where listen-
ers are uncertain and only to the extent allowed by their own L1-specific perceptual
routines. The focal, step-dependent influence documented here provides a clear spring-
board for the next section, where I examine why the two bilingual groups respond
differently and how those differences illuminate the mechanisms of cross-linguistic

boundary tuning.

RQ 3: DIRECTIONALITY OF SOCIALLY-MODULATED PERCEPTUAL SHIFTS

Zone Definitions and Directional Framework. To evaluate whether social-
induced shifts aligned with phonological predictions, I segmented the VOT continuum
into voiced (short VOT') and voiceless (long VOT') zones customized per listener group
and place of articulation (Table 3.12). This approach accounts for two critical factors:
first, the cross-linguistic differences in voicing boundaries, where Russian exhibits
earlier voiceless boundaries (shorter VOT) than English, while Mandarin exhibits
later boundaries (longer VOT) than English; and second, the known PoA-specific
effects on VOT perception. Our zone definitions (Table 3.12) were empirically derived

from categorical boundary shifts observed during data exploration (See Figure 3.9).

Table 3.12: Definition of voiced and voiceless zones by listener and PoA.

Listener Group PoA Voiced Zone Steps Voiceless Zone Steps

Mandarin-English ~ BP 1-5 6-9
DT 1-6 7-9
GK 1-6 7-9
Russian—English BP 1-5 6-9
DT 1-5 7-9
GK 1-5 6-9
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Omnibus Social Cue Effects Across Perceptual Zones (Table 3.13). The
Type III omnibus x? tests reveal compelling evidence that social guises systematically
modulate voicing perception across critical boundary regions. Table 3.13 summarizes
significant Condition effects (x?, p-values) for all 12 listener group x PoA x zone

combinations, with 9 of 12 zones showing statistically significant social-cue effects

(p < .05).

Table 3.13: Zone-wise omnibus tests of condition.
Listener Group PoA Zone x?2 df p-value
Russian BP Voiced 1.32 3 0.725
Mandarin BP Voiced 11.47 3 0.009
Russian DT Voiced 25.23 3 < .001
Mandarin DT Voiced 1285 3 0.005
Russian GK Voiced 36.28 3 < .001
Mandarin GK Voiced 1875 3 < .001
Russian BP Voiceless 26.95 3 < .001
Mandarin BP Voiceless  9.66 3 0.022
Russian DT  Voiceless 1254 3 0.006
Mandarin DT  Voiceless 6.85 3 0.077
Russian GK  Voiceless 9.84 3 0.020
Mandarin GK  Voiceless  0.29 3 0.961

Directionality of Social Cue Effects: Mandarin—English Bilinguals. Linear
mixed-effects models revealed significant social-cue effects across voiced and voiceless
zones for Mandarin—English bilinguals, with patterns partially supporting phonolog-
ical predictions.

In voiced zones (Table 3.14; top), Mandarin—English bilinguals exhibited signifi-
cant guise effects across places of articulation. For alveolar stops, the Russian guise
increased ratings by 13.52 points at Step 6 (¢ = 3.96, p < .001). Velar stops showed

contrasting effects: the Mandarin guise decreased ratings by 6.59 points at Step 6
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(t = —2.03, p = 0.043), while the Russian guise increased them by 14.14 points
(t =4.96, p < .001). Figure 3.10 visually captures this opposition, with Russian-guise

enhancement and Mandarin-guise suppression at the velar boundary.
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Figure 3.10: Mandarin—English bilinguals — velar voiced zone (Step 6).
Delta ratings relative to baseline showing predicted Mandarin-guise suppression and
novel Russian-guise enhancement.

Table 3.14: Significant condition and interaction effects —
Mandarin—English bilinguals.

Listener PoA Zone Term Estimate Std. Err. t P
Voiced Zone
Mandarin DT Voiced ConditionRussian : step_f6 13.52 3.41 3.96 < .001
Mandarin GK  Voiced ConditionMandarin : step_f6 -6.59 3.25 -2.03 0.043
Mandarin  GK Voiced ConditionRussian : step_f6 14.14 2.85 496 < .001
Voiceless Zone
Mandarin  BP  Voiceless ConditionAmerican -6.01 1.70 -3.54 < .001
Mandarin BP  Voiceless ConditionAmerican : step_f7 5.59 2.29 2.44 0.015
Mandarin BP  Voiceless ConditionAmerican : step_f8 6.64 2.29 2.90 0.004
Mandarin  BP  Voiceless ConditionAmerican : step_f9 5.54 2.29 242  0.016
Mandarin DT  Voiceless ConditionAmerican -3.00 1.50 -2.00 0.046
Mandarin DT  Voiceless ConditionMandarin -3.10 1.55 -1.99 0.047
Mandarin DT  Voiceless ConditionMandarin : step_f8 4.08 2.04 2.00 0.046
Mandarin  GK  Voiceless ConditionRussian 7.09 2.20 3.23 0.001
Mandarin  GK  Voiceless ConditionRussian : step_f8 -9.03 2.97 -3.04 0.002
Mandarin  GK  Voiceless ConditionRussian : step_f9 -10.62 2.97 -3.57 < .001
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In voiceless zones (Table 3.14; bottom), complex patterns emerged. Bilabial stops
showed an overall American-guise suppression (f = —6.01, p < .001), but significant
increases at Steps 7-9 (e.g., Step 8: = 6.64, p = 0.004), visualized in Figure 3.11.

Alveolar stops displayed American-guise suppression (f = —3.00, p = 0.046) and

Mandarin-guise suppression (8 = —3.10, p = 0.047), though the latter increased

ratings at Step 8 (6 = 4.08, p = 0.046), creating a bifurcated pattern shown in Fig-
ure 3.12. Velar stops revealed Russian-guise enhancement overall (8 = 7.09, p = 0.001)

but suppression at Steps 8-9 (e.g., Step 9: f = —10.62, p < .001), see Figure 3.13.
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Figure 3.11: Mandarin—English bilinguals — bilabial voiceless zone (steps
7—-9). Contradictory American-guise effects reduce voiceless perception, and
Mandarin guise does the reverse.
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Figure 3.13: Mandarin—English bilinguals velar voiceless zone (steps 7-9).

Directionality of Social Cue Effects: Russian—English Bilinguals. Voiced
zones (Table 3.15; top) featured prominent uncertainty amplification. Bilabial stops
showed Mandarin guise increases at Step 5 (8 = 14.82, p = 0.036), expanding response
ranges in Figure 3.14. Alveolar stops exhibited rating increases under both Ameri-

can (f = 3.81, p = 0.026) and Mandarin guises (5 = 4.07, p = 0.021), visualized
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in Figure 3.15. Velar stops displayed Mandarin-guise elevation at Step 4 (8 = 4.95,

p = 0.029), broadening perceptual ambiguity in Figure 3.16.

Table 3.15: Significant condition and interaction effects —
Russian—English bilinguals.

Listener PoA  Zone Term Estimate Std. Err. t 9]
Voiced Zone
Russian BP Voiced ConditionMandarin : step_f5 14.82 5.54 2.68 0.008
Russian DT Voiced ConditionAmerican 3.81 1.71 2.23  0.026
Russian DT Voiced ConditionMandarin 4.07 1.76 2.31 0.021
Russian GK Voiced  ConditionMandarin 3.58 1.67 2.14  0.032
Russian GK  Voiced ConditionMandarin : step_f4 4.95 2.27 2.19 0.029
Voiceless Zone
Russian BP  Voiceless ConditionMandarin -8.76 1.90 -4.61 < .001
Russian BP  Voiceless ConditionMandarin : step_£7 7.10 2.59 2.74 0.006
Russian BP  Voiceless ConditionMandarin : step_f9 5.39 2.59 2.08 0.038
Russian GK  Voiceless ConditionAmerican -7.74 3.90 -1.98 0.047
Russian GK  Voiceless ConditionRussian 14.43 4.30 3.36 < .001
Russian GK  Voiceless ConditionAmerican : step_f7 11.10 5.35 2.08 0.038
Russian GK  Voiceless ConditionRussian : step_£f7 -11.75 5.86 -2.01 0.045
Russian GK Voiceless ConditionRussian : step_f8 -13.50 5.86 -2.31 0.021
Russian GK  Voiceless ConditionRussian : step_f9 -13.52 5.86 -2.31 0.021
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Figure 3.14: Russian—English bilinguals — bilabial voiced zone (step 5).
Mandarin guise amplifies perceptual uncertainty at the bilabial boundary.
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Figure 3.15: Russian—English bilinguals — alveolar voiced zone. Steps 1-5
are all collapsed.
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Figure 3.16: Russian—English bilinguals — velar voiced zone (step 4).
Mandarin guise broadens perceptual ambiguity at the velar boundary.

Voiceless zones (Table 3.15; bottom) revealed bidirectional shifts. For bilabial
stops, Mandarin guises decreased ratings overall (8 = —8.76, p < .001) but increased
them at Steps 7 and 9 (e.g., Step 7: 8 = 7.10, p = 0.006), indicating boundary-
adjacent uncertainty in Figure 3.17. Velar stops showed American-guise suppression
(8 = =T7.74, p = 0.047) and Russian-guise enhancement overall (§ = 14.43, p < .001),
but significant suppression at Steps 7-9 (e.g., Step 8: f = —13.50, p = 0.021), con-

firming ceiling distrust in Figure 3.18.
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Figure 3.17: Russian—English bilinguals’ bilabial voiceless zone
(steps 7-9). Mandarin cues trigger uncertainty at Step 7, and this uncertainty
increases as we move toward Step 9.
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Figure 3.18: Russian—English bilinguals’ velar voiceless zone (steps 7-9).

Ambiguous-Step Analysis. To resolve how social cues modulate core categorical
perception—free from ceiling/floor contamination, I now isolate effects at precisely
defined perceptual midpoints. Using baseline rating distributions (Figure 3.9), I iden-

tified six ambiguous steps where responses centered near 50%. See Table 3.16.
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Table 3.16: Ambiguous step identification for both listener groups across
PoAs.

Listener PoA Ambiguous Step  VOT (ms)

Mandarin Bilabial 6 +40
Mandarin ~ Alveolar 6 +40
Mandarin Velar 6 +50
Russian Bilabial 5 -10
Russian Alveolar 6 +20
Russian Velar 6 +30

[ fit a series of six linear mixed-effects models (one for each ambiguous-step subset
defined in Table 3.16) to test whether speaker guise systematically shifts ratings at
our most uncertainty-driven VOT midpoints. In each model, the dependent variable is
the slider rating (Value), Condition (Baseline, American, Mandarin, Russian) enters
as a fixed effect, and I include a random intercept for each participant (1|ID) to

account for repeated measures and individual-level baseline differences:
model <- lmer(Value ~ Condition + (1 | ID), data = df_step)

The modeling revealed significant guise effects at the voicing boundary exclusively
for Chinese listeners when confronted with the Russian guise at alveolar and velar

positions (Table 3.17).

Table 3.17: Significant guise effects at voicing boundaries.

Listener PoA Step Effect B [95% CI]| t(Df) p-value

Chinese ~ Alveolar =~ 6  Russian — 13.08 [4.45, 21.71] 2.97 (238.2)  0.009
Baseline

Chinese  Velar 6 Russian — 11.96 [3.44, 20.48] 2.75 (245.8)  0.018
Baseline

The distributional patterns in Figures 3.19-3.20 illuminate how these statistical

effects manifest on slider ratings. Under Russian guises, alveolar Step 6 responses
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shifted from baseline (M = 20.8) to 36.5 (SD = 37.2), expanding across the scale.
Velar Step 6 showed parallel uncertainty amplification, with ratings doubling from

baseline (M = 15.7) to 31.4 (SD = 35.6) under Russian guises.
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Figure 3.19: Significant boundary effects with baseline comparison.
Includes baseline condition with gray bars; Russian listeners showed no significant
effects.
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Figure 3.20: Significant boundary effects in violins. Gray violins show
baseline distributions; p-values are shown for Russian vs. Baseline.

3.4 RESULTS

This section reports findings for the three research questions (RQs) guiding our analy-
sis: (RQ1) Do Russian—English and Mandarin—English bilinguals maintain L1-typical
perceptual boundaries when categorizing voicing in English? (RQ2) Does talker iden-
tity (social guise) modulate voicing perception relative to baseline? (RQ3) Do these
social-modulation effects align with phonological predictions derived from L1-based

norms”?

3.4.1 RQ1: BASELINE VOT BOUNDARIES

RQ1 asks whether Russian-English and Mandarin—English bilinguals maintain L1-
typical boundaries when categorizing the voicing contrast in L2 English. Results show

that, across all three places of articulation, both bilingual groups gravitate toward
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English-like VOT categories, yet with notable asymmetries in their boundary place-
ment. Mandarin bilinguals overshoot in the opposite direction, adopting shorter VOT
thresholds than both L1 Mandarin and English norms. In contrast, Russian bilinguals
converge toward English boundaries but do not fully reach the English mean, main-
taining slightly shorter thresholds than English monolinguals.

At 30 ms VOT, for example, Russian listeners are more likely to categorize stops as
voiceless (e.g., 41.2% for alveolar stops) compared to Mandarin listeners, who rarely
accept 30 ms as voiceless (< 8% for alveolars). This divergence reflects each group’s L1
tuning: Russian’s short-lag VOT predisposes earlier voiceless categorization, whereas
Mandarin’s long-lag VOT requires longer delays for voiceless perception. However, by
50 ms, both groups converge to near-categorical voiceless perception (> 94% voiceless
responses), suggesting convergence at the continuum’s upper end.

These findings establish that both groups have adapted toward English VOT
categories, but with Mandarin listeners “over-correcting” (undershooting) and Russian
listeners partially converging toward English norms. These baseline patterns provide

the critical reference framework for examining social modulation effects in RQ2.

3.4.2 RQ2: SOCIAL MODULATION OF VOICING PERCEPTION

RQ2 examines whether the presence of any talker identity (American, Mandarin,
Russian guises) shifts listeners’ voicing perception relative to baseline. The results
show that talker identity does influence how bilingual listeners categorize the syllable
voicing contrast, but it does so only in the narrow region of the continuum where the
acoustic signal is genuinely ambiguous (e.g., Step 6).

For Mandarin-English bilinguals, the effect is highly focal: across all three places of
articulation, a Russian guise increases voiceless ratings by approximately eight slider

points at Step 6—the step that straddles their baseline boundary—while neither
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the American nor the Mandarin guise produces reliable shifts at any step of the
continuum.

In contrast, Russian-English bilinguals exhibit a richer, bidirectional pattern. A
Mandarin guise nudges the boundary forward at Step 5, then suppresses voiceless
responses from Steps 7-9, while the Russian guise again raises voiceless judgments at
Step 6. Although the direction of these shifts varies by guise, their locus is consistent
across bilabial, alveolar, and velar stops, suggesting that the social effect is tied to
the decision boundary itself rather than to fine articulatory details.

In other words, who listeners believe they are hearing matters most when the
sound is ambiguous. Russian cues sharpen the perception of voicelessness for both
groups, while Mandarin cues subtly reshape Russian listeners’ boundaries but leave
Mandarin listeners unaffected. However, when a sound is clearly voiced or voiceless,

social cues do not play a significant role in how listeners judge the sounds.

3.4.3 RQ3: DIRECTIONALITY OF SOCIALLY MODULATED SHIFTS

Building on the baseline and social-modulation findings, RQ3 evaluates whether the
observed guise effects align with L1-based directional predictions. To do so, I seg-
mented the VOT continuum into voiced and voiceless zones tailored to each listener

group and PoA, for example:

e Mandarin-English velar stops: voiced zone = Steps 1-6, voiceless zone = Steps
7-9.
e Russian-English bilabial stops: voiced zone = Steps 1-5, voiceless zone = Steps

6-9.

These empirically derived zones enabled testing whether guise-induced shifts aligned

with phonological predictions.
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It is hypothesized that Mandarin-English bilinguals would show a Mandarin guise
decreasing voiceless perception (reflecting long-lag L.1 norms) and an American guise
increasing voicelessness (aligning with L2 expectations). Conversely, Russian-English
bilinguals were expected to show Russian guise increasing voiceless perception (short-
lag L1 norms) and American guise decreasing it. See Figures 3.21 and 3.22 for all

directional effects.

f Russian-English Bilinguals \

Voiced Zone Voiceless Zone
Low VOT Steps w f High VOT Steps
American Guise Russian Guise Mandarin Guise American Guise Russian Guise Mandarin Guise
A Rating + ARating T ? ARating T A Rating + ?
More voiced More voiceless Unfamiliar More voiceless Less voiceless Unfamiliar

Figure 3.21: Russian—English bilinguals’ expected guise effect on voicing
rating.

Mandarin-English Bilinguals

Voiced Zone Voiceless Zone
Low VOT Steps High VOT Steps
American Guise Mandarin Guise Russian Guise American Guise Mandarin Guise Russian Guise
ARating T A Rating + ? ARating T A Rating T ?
More voiceless More voiced Unfamiliar Less voiceless More voiceless Unfamiliar

Figure 3.22: Mandarin—English bilinguals’ expected guise effect on
voicing rating.
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Three key patterns emerge:

1. Mandarin—English bilinguals

e Voiced zones showed the strongest effects across all three PoAs (bilabial:
x? = 11.47, p = 0.009; alveolar: x? = 12.85, p = 0.005; velar: x? = 18.75,
p < .001).

e Voiceless zones were less consistently affected: bilabial (x? = 9.66, p =
0.022), alveolar showed a trend (x* = 6.85, p = 0.077), and velar effects

were absent (x? = 2.20, p = 0.961).
e Russian guises raised voiceless ratings around the categorical boundary,
while American guises did not produce reliable shifts.
2. Russian—English bilinguals
e Voiceless zones showed the strongest effects (bilabial: x? = 26.95, p <
.001; alveolar: x? = 12.54, p = 0.006; velar: x* = 9.84, p = 0.020).

e Voiced zones showed significance only for alveolar (y* = 25.23, p < .001)

and velar (y? = 36.28, p < .001) stops.

¢ Russian guises increased voiceless ratings (as predicted), while Mandarin

guises exerted mixed or suppressive effects.
3. PoA-specific sensitivity emerges

e Velar stops showed universally strong effects (all 4 tested zones were
significant).

¢ Bilabial stops exhibited asymmetric patterns: significant only in voiceless
zones for Russians (x? = 26.95, p < .001) and in voiced zones for Mandarin
(x? = 11.47, p = 0.009).
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3.5 DISCUSSION

Our findings provide three overarching insights into bilingual voicing perception.
First, baseline boundaries (RQ1) reveal distinct L1-L2 negotiation strategies:
Russian-English bilinguals partially shift toward English short-lag VOT norms,
while Mandarin-English bilinguals undershoot both their L1 long-lag and L2 mid-lag
expectations. This suggests a unique perceptual routine that does not align fully with
either phonological system. |Either outcome, we support for the Unitary Language
System (Volterra and Taeschner, 1978), whereby bilinguals’ phonetic categorical
perception lies intermediate between that of their L1 and L2, aligning with findings
from Caramazza et al. (1973).

Second, social modulation (RQ2) emerges only when the acoustic signal is gen-
uinely ambiguous, such as at category boundaries. Mandarin-English bilinguals show
highly localized effects (at VOT step 6), while Russian-English bilinguals exhibit
broader, bidirectional tuning to social cues.

Third, directional shifts (RQ3) largely align with phonological predictions!, but
also reveal novel mechanisms that extend existing models of speech perception. We

attribute both expected and unexpected shifts to the following new mechanisms:

e Uncertainty amplification, where unfamiliar non-native guises widen per-
ceptual ambiguity near category boundaries. For example, when Mandarin lis-
teners encounter a Russian guise at the ambiguous Step 6, voiceless ratings
nearly double. For velar stops, ratings increase from a baseline mean of 15.7 —

indicative of a voiceless categorization) to 31.4 — towards uncertain, gradient

LAcross all zones, 68% of significant shifts (12 of 17 effects) aligned with directional
predictions.
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response, reflecting possibly both a higher average and a broader distribution

of responses (See discussion above Table 3.10)

e Ceiling distrust, where unfamiliar non-native guises prompt intermediate am-
biguous responses even in clear acoustic zones when auditory stimuli come from
continua ends. (See Figures 12-14, 18, 19; e.g. For Mandarin Listeners, a Rus-

sian guise paired with velar Step 9 reduced voiceless rating by 10.62 points).

3.5.1 THEORETICAL IMPLICATIONS

MECHANISMS OF SOCIOPHONETIC INTERACTION IN BILINGUAL SPEECH PROCESS-

ING

Our results highlight two distinct yet interconnected pathways by which social identity

interacts with bilingual speech perception, both modulated by acoustic ambiguity.

Pathway 1: Ambiguity-Driven Phonological Tuning. When the acoustic signal
is ambiguous, bilingual listeners recruit social-indexed phonological priors to resolve
uncertainty. This manifests as perceptual warping, where social cues shift category
boundaries in L1-consistent directions. Importantly, this process is flexible and dy-
namic: both listener groups transiently adjusted their perception to unpracticed L3-
like patterns, constructing provisional “accent prototypes” (e.g., “Russian-accented

/ta/”) within minutes of exposure, even without lexical context.

Pathway 2: Clarity-Triggered Confidence Dynamics. In unambiguous zones,
social cues affect confidence rather than category assignment. Unfamiliar guises lead
listeners to question otherwise clear acoustic signals, a response we interpret as “credi-
bility filtering.” This extends the Ideal Adapter framework (Kleinschmidt and Jaeger,
2015), suggesting that beyond acoustic reliability and statistical learning, perceived

speaker credibility can constrain pre-lexical processing.
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The Active Inference Framework. These pathways collectively position speech
perception as active inference—a dynamic process where the brain continually remaps
sounds using social context as Bayesian priors, a fundamental rethinking of where
“social” ends and “acoustic” begins. For example, when encountering a Russian-guise
/ta/, listeners do not merely classify the sound; they construct a context-specific

prototype that integrates the following:

e Acoustic input (e.g., 40 ms VOT),
e Social priors (e.g., “Russian speakers produce shorter VOTs”), and

e Credibility weighting (e.g., “How much do I trust this talker or my own

ability to discern their speech?”)

This framework dissolves artificial boundaries between “acoustic” and “social” process-
ing. Perceptual tuning (Pathway 1) and confidence calibration (Pathway 2) represent
two phases of the same inferential continuum. In Phase 1, for ambiguous signals, so-
cial cues bias what we hear. In Phase 2, given clear signals, social cues bias how much

we believe what we hear.

3.5.2 LIMITATIONS AND FUTURE DIRECTIONS

Several methodological considerations warrant discussion. First, our within-subjects
design—where each participant experienced all three social guises—was initially in-
tended to maximize statistical power. However, empirical validation revealed signif-
icant block-order confounds, including systematic imbalances in guise distribution
across blocks and carryover effects (particularly for Russian-English listeners). This
necessitated restricting our primary analyses to First_Social blocks, effectively con-

verting the design to a between-subjects comparison for social conditions. While this
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adaptation ensured analytical rigor against confounds (e.g., its potential to bias later
social blocks) and is theoretically grounded in how social information accumulates
over time, it reduced usable data volume by approximately two-thirds. Future stud-
ies could implement randomized between-subjects designs with single-guise exposure,
or incorporate multi-session administration across blocks to preserve within-subjects
advantages while mitigating carryover effects.

Second, our operationalization of perceptual boundaries, while theoretically
grounded, relied on a > 75% VAS threshold rather than traditional two-alternative
forced choice (2AFC) measures. This approach may lack precision in pinpointing ex-
act categorical boundaries, potentially explaining why in baseline phase (RQ1), both
listener groups exhibited identical boundaries (30 ms bilabial, 50 ms alveolar/velar)
despite divergent L1 backgrounds. To enhance accuracy, future work should include a
pilot 2AFC task to establish listener-specific boundaries before the main experiments.

Finally, unexamined individual differences (L2 proficiency, cultural identification)
may modulate social cue weighting. Incorporating objective measures for L2 English
proficiency and social identity questionnaires would allow modeling how bilingual
experience predicts perceptual warping and distrust responses. In Chapter Five, we
will continue to explore how individual language proficiency, attitudes, and socio-
cognitive tendencies may correlate with the degree of phonological shifts captured in
this chapter.

These limitations, while constraining generalizability, highlight opportunities for
methodological innovation. Most critically, they underscore the need for paradigms
that balance experimental control with ecological richness, preserving the social-
phonetic negotiation we have documented while capturing its real-world dynamism.
Future work addressing these constraints will deepen our understanding of how social

meaning and acoustic signals co-construct perception in diverse linguistic ecosystems.
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To conclude, speech perception is never passive reception, but an active construc-
tion site where social identity and acoustic signals are in constant negotiation. When
sounds blur, social meaning tells us what to build. When sounds stand clear, social
meaning tells us whether to trust the blueprint. In bilingual minds, this dialectic un-
folds with virtuosic flexibility, revealing human perception as intrinsically social, all

the way down to the syllable.
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CHAPTER 4

BILINGUALS DIFFER IN WEIGHING SOCIAL AND ACOUSTIC CUES
DURING ONLINE LEXICAL PROCESSING: EVIDENCE FROM
EYE-TRACKING

4.1 INTRODUCTION

How do bilingual listeners resolve ambiguity in speech when both acoustic cues and so-
cial expectations are in play, and how does this process unfold in real-time? The previ-
ous chapter explored this question by examining how Russian-English and Mandarin-
English bilinguals categorized voicing contrast in isolated syllable contexts using an
explicit, continuous rating scale. However, speech perception in everyday contexts
often involves interpreting meaningful lexical items or larger utterance chunks as
they are heard, with perceptual decisions unfolding incrementally and automatically
over time, and through subtle, continuous behavioral responses. The present chap-
ter addresses how social expectations and acoustic variation interact in online word
recognition, using a novel eye-tracking paradigm to capture real-time gaze behavior.

This experiment innovates on two fronts. First, it introduces a novel experimen-
tal paradigm to the study of bilingual speech perception by using eye movements
to capture real-time categorization behavior. Second, it offers a new methodologi-
cal framework for measuring gaze patterns in a scalable, cost-effective way. Unlike
conventional eye-tracking studies that rely on expensive hardware and commercial

software, I propose an open-access, technically flexible alternative for real-time gaze
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capture. Specifically, I (1) employ OpenFace 2.0 (Baltrusaitis et al., 2016), a freely
available computer vision toolkit, to extract raw gaze angle data from simple webcam
recordings of participants; (2) develop a custom technical pipeline to convert those
gaze angles into interpretable screen-based spatial coordinates, mapped to our ex-
perimental layout; and (3) propose a set of behaviorally meaningful gaze encodings,
such as direction of first look and gaze onset latency, which allow us to translate raw
eye movement data into analyzable, valid measures of perceptual categorization. To-
gether, these innovations create a robust infrastructure for studying bilingual speech
perception without reliance on proprietary software or physical lab-based constraints.

This experiment tracks how the same bilingual groups (Russian-English and
Mandarin-English bilinguals) process lexical items (e.g., bark vs. park) varying in
VOT, under different social guise conditions. Using a self-paced, gaze-contingent in-
terface, participants reveal what they heard by looking toward the side of the screen
mapped to a voiced or voiceless interpretation. Eye movements are subconsciously
controlled responses modulated by cognitive and attentional processes (Rayner,
2009). Their time-sensitive dynamics provide a powerful implicit measure of how
early speech cues and social expectations are integrated in real time.

This implicitness is particularly important for studying socially modulated per-
ception. Compared to explicit tasks like rating scales, gaze tracking is less susceptible
to conscious control or social desirability biases, and can therefore reveal early per-
ceptual biases that participants may otherwise suppress. Moreover, by using lexical
items, this task allows us to investigate how bilingual listeners resolve ambiguity not
just at the phonetic level, but at the level of lexical access, where expectations about
both sound and meaning come into play.

To our knowledge, this is the first study to adapt the anticipatory eye movement

(AEM) paradigm to bilingual speech perception while incorporating acoustic manip-
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ulations and social priming implemented through an accessible and flexible technical
design. This work can serve as a new model for investigating how listeners use social
and acoustic information during real-time language processing—especially in bilingual
or second-language contexts where phonetic and social expectations often conflict.
In the sections that follow, I present the research questions guiding this exper-
iment, followed by a detailed overview of the experimental design, technical imple-
mentation, and gaze data processing pipeline. The chapter concludes with results,
statistical analyses, and a discussion of implications for bilingual speech processing

and method development in sociophonetics.

4.1.1 RESEARCH QUESTIONS AND HYPOTHESES

The current study explores how bilingual listeners categorize lexical voicing con-
trasts in real time, and whether their gaze responses reveal systematic modulation
by acoustic and social expectations. In particular, I set out to address the following

questions:

1. RQ1: Can eye movements in a lexical decision context reliably capture

categorical voicing perception?

This question tests the viability of the AEM paradigm as a method for measur-
ing categorical speech perception in bilinguals. It assesses whether participants’ gaze
behavior aligns with the expected direction (voiced = right; voiceless = left) when
hearing acoustically unambiguous tokens in the absence of social guise. Our valida-
tion criterion is that at least 80% of participants must reliably make categorical gaze
responses to endpoint stimuli in baseline trials. This ensures that AEM is capturing

robust phonological categorization before additional manipulations are analyzed.
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2. RQ2: How, if at all, does social guise modulate listeners’ gaze behavior

when categorizing voicing contrasts in lexical items?

This question investigates whether the perceived identity of the talker (e.g., native
vs. non-native speaker) alters the way listeners integrate social and acoustic infor-
mation during real-time speech processing. To address this, I analyze three distinct

gaze-based measures:

1. First Look Direction: Did participants initially direct their gaze to the voice-

less side?

2. Onset Latency of Leftward Gaze: How quickly did participants look toward

the voiceless option?

3. Total Duration of Leftward Gaze: How long did participants sustain atten-

tion on the voiceless target?
I hypothesize the following outcomes to this question:

1. Hy (null): Social guise does not affect online processing behavior as measured
through eye-gaze. Categorization patterns will remain consistent across guise

conditions, with no systematic differences in gaze direction, latency, or duration.

2. H; (alt 1): The presence of social guise affects online processing behavior.
Participants will exhibit faster or slower gaze onset, relative to trials without
a social guise baseline, when categorizing ambiguous stimuli under native or

non-native conditions.

3. Hy (alt 2): The type of social guise (native vs. non-native) differentially affects
perceptual categorization. That is, participants will show qualitatively different

categorization patterns depending on the social identity of the talker.
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4.2 METHODS

4.2.1 PARTICIPANTS

All participants in this experiment had previously completed the VAS (Visual Analog
Scale) study at least one week prior to participating in this study. This minimum one-
week delay is implemented to reduce potential carryover effects from the VAS task,
ensuring that participants would be less likely to recall specific acoustic details or
response strategies. This spacing also served to minimize task fatigue and cognitive
interference between sessions. Similar inter-session intervals have been recommended
in prior research to reduce short-term memory effects and preserve the independence
of experimental tasks (e.g., Freyaldenhoven et al. 2006; Golomb et al. 2007; Kong and
Edwards 2011; Wade et al. 2021; Roark et al. 2023).

Participants had normal or corrected-to-normal vision in order to ensure accurate
gaze tracking. A total of 51 individuals participated in the study: 27 native Russian
speakers (9 male, 18 female) and 24 native Mandarin speakers (8 male, 16 female).

Detailed demographic information will be reported in the results section.

4.2.2 STIMULI
AUDITORY STIMULI

The auditory stimuli used in this experiment consisted of three English minimal pairs:
BARK-PARK, DART-TART, and GUARD-CARD. Each pair was selected to rep-
resent a different place of articulation—bilabial, alveolar, and velar, respectively. All
tokens were monosyllabic lexical items that are common and concrete in English,
chosen to facilitate visual pairing and to minimize lexical frequency or semantic am-

biguity effects.
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First, I recorded original productions of these items from two male native speakers
of American English using a Zoom H4N recorder in a sound-attenuated booth. Then,
from these recordings, I constructed a 9-step voice onset time (VOT) continuum for
each minimal pair, ranging from fully voiced (=70 ms) to fully voiceless (+90 ms).
Using Praat, I interpolated VOT steps between endpoints while preserving natural
spectral and temporal transitions. This yielded 27 unique auditory tokens (3 pairs x
9 steps), enabling fine-grained assessment of listeners’ sensitivity to voicing contrasts.
Stimuli were generated using a combination of Winn’s (2020) Praat script and manual
refinement when necessary, consistent with the procedures and techniques described

in Chapter 3.

SOCIAL GUISE STIMULI

This experiment introduced social expectations through two guise conditions: a na-
tive English speaker (henceforth, native) and a non-native English speaker whose first
language matches the listener’s (matching non-native). Since the listener groups con-
sist of Russian-English and Mandarin-English bilinguals, three social guises are still
created in total: American, Russian, and Chinese.

To operationalize these guises, three male actors of the corresponding cultural
and linguistic backgrounds were recruited to deliver short self-introductions in their
native languages (American English, Mandarin, or Russian). This design aimed to
create realistic impressions that the auditory stimuli in the task were produced by
the individual introduced in the video. Importantly, each actor was selected to visually
represent a culturally prototypical exemplar of their respective linguistic background:
an East Asian face for the Chinese guise, a European face for the Russian guise, and
a Black face for the American guise. Because visual cues inevitably carry racialized

meanings (Kutlu et al., 2022c,b; Kutlu, 2023), this research also considers how the
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speakers’ racialized identities may interact with listeners’ perception of speech and
social guise. These choices were deliberate—particularly in contrasting the American
and Russian guises—to maximize visual distinctiveness and promote perceptual sep-
aration between talkers. By maintaining roughly equidistant visual contrasts across
conditions, the design aimed to enhance the activation of sociophonetic expectations
linked to perceived speaker identity and to examine how those expectations might be
influenced by racial cues embedded within the social guises.

All actors were instructed to deliver a 15-20 second video introduction featuring
plausible but fictional biographical details, including name, hometown, and field of
study as graduate students at Georgetown University. They wore formal clothing (e.g.,
suits or blazers) to minimize any perceived socioeconomic variation. See Figure 4.1
for the portrayed characters and their corresponding social guises. While actors them-
selves resided in different U.S. regions, the portrayed characters’ uniform affiliation

with Georgetown helped equalize perceived educational and occupational status.

- =

|~

I am from Nizhny Novogord.

Figure 4.1: Actors representing the social guises used in AEM task. From
left to right: Russian, American, and Chinese.

b

Hi. My name is Marcus Johnston. I am from Beijing, China.

To ensure consistency, all introductions were scripted in advance, with actors
rehearsing multiple times. The most natural and fluent take was selected for use. Each
script included plausible biographical details designed to enhance authenticity. See
Table 4.1 for character profiles and their scripted introductions. Subtitles in English

were provided for all videos to ensure comprehension.

89



Table 4.1: Character profiles and scripted introductions.

Name Guise Introduction Script

Marcus Johnston ~ American Hello, my name is Marcus Johnston. I'm
from Baltimore, Maryland, and I'm a
graduate student studying International
Relations at Georgetown University.

Ilya Russian BnpascrByiite, Mmens 30ByT Unbsa! A us
Hwxuero Hosropoya. 4 acnupant, un g
3aHUMAIOCh UCCJIeIOBAHIEM B 00JIaCTH
dbuszukm.

Translation: Hello! My name is Ilya. I'm
from Nizhny Novgorod. I am a graduate
student. I do research in the field of physics.

Yang Yuchen Chinese KK - TRPIBFUTNR . FokE T
e R —RAFTERPTR A -
Translation: Hello, everyone. My name s
Yang Yuchen. I am from Beijing. I am now
a graduate student studying Economics.

Notably, in contrast to the VAS experiment (Chapter 3), participants in this task
did not hear the non-native actors speak English. The design here was to investigate
whether listeners, hearing only a speaker’s native Russian or Mandarin, could infer
how that speaker would sound in their L2 English. Importantly, none of the video
introductions contained words with stop-initial consonants that were used in the task
itself, thus eliminating any potential phonetic or lexical priming. This setup tests
whether social identity alone is sufficient to trigger differences in listeners’ categoriza-

tion of the subsequent ambiguous auditory stimuli.

THE AEM SIMULATION CREATION

The AEM simulation paradigm was adapted from Kong and Edwards (2011), who

used a Y-shaped anticipatory eye movement set up to examine listeners’ perception
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of /da/—/ta/ contrast using visual targets of a dog and a taco. In the current ver-
sion, custom simulations are created for each of the six target words: BARK, PARK,
DART, TART, GUARD, CARD, using publicly available stock images to represent
the referents.

All shapes and animations were constructed in PowerPoint, where I built the
Y-shaped track (constructed from three rectangles) on a grey background (hex:
#808080). The Y-channel, indicating the possible travel paths, was drawn in white
(hex: #FDFDFD) to maximize contrast. Each simulation includes four visual layers:
(1) a grey background, (2) a base Y-channel layer, (3) the moving object (image), and
(4) a second top Y-channel layer, which can be adjusted in its level of transparency.
Objects begin at the bottom center of the Y and travel either up-left (voiceless) or
up-right (voiced), mimicking the auditory contrast structure. See Figure 4.2 below

for an example of the traveling paths of objects during the DART-TART block.

*
.
.
»

2

Figure 4.2: Example travel paths of the voiceless item (left) and the
voiced item (right) in the DART-TART block.
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PowerPoint’s animation and layering tools enabled precise control over object
movement and transparency, which was critical for the training phase. Transparency
levels were manipulated by adjusting the top Y-channel layer, with 100 indicating full
visibility of the traveling object and 5 indicating near invisibility.

I created three sets of simulation videos, each roughly 5 seconds long, varying in

purpose and transparency:

1. Training Phase (voice 1): These simulations paired clearly voiced or voiceless

speech tokens with three levels of Y-channel transparency:

(a) 5 — The object is barely visible.
(b) 60 — The object is faint but traceable.

(c) 100 — The object is fully visible.

This gradual layering was designed to help participants associate voicing with
spatial direction (voiceless = left, voiced = right) while relying less on visual cues

and more on the auditory information over time.

2. Baseline Phase (voice 1): In these trials, the moving object was replaced
with a traveling question mark, which disappears before reaching the fork. At
the end of the trial, two static images (e.g., BARK vs. PARK) appear at the
Y-channel endpoints (voiceless on the left, voiced on the right). This layout
reminds participants of object positions, though they are expected to have made
their gaze decision before the final images appear (see Figure 4.3). All videos
here are paired up with a distinct VOT step across each word pair, therefore

yielding a total of 27 unique video files (3 word pairs x 9 VOT step).
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Figure 4.3: Example of a baseline trial in the GUARD—-CARD block. The
trial begins with a question mark emerging from the bottom center (left), moves
toward the Y-channel fork (center), and ends with both target images appearing at

the upper endpoints (right).

3. Experimental Phase (voice 2 & voice 3): Each experimental trial began

with a brief video introduction of a talker (as described previously), followed by
a simulation identical to the baseline phase but with new audio pairings. One
voice represents the native guise, and another voice represents the non-native
guise matching the listener’s L1. These voices were perceptually distinct from
one another and from the training voice (voice 1) to preserve the impression of
distinct talkers across conditions. Importantly, the voice-to-guise pairing during
this phase is not fixed. For each listener group, the native and non-native guises
were randomly assigned to either voice 2 or voice 3. This counterbalancing was
implemented using the Template function in PCIbex. The goal was to prevent
any observed social effects from being attributable to specific acoustic properties
of a single voice, thereby eliminating the potential confound of a voice-only

effect.

4.2.3 PROCEDURE

The Anticipatory Eye Movement (AEM) Task was fully built and administered via

PClIbex and lasted approximately 25 to 30 minutes. The task was self-paced, as par-
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ticipants needed to press the spacebar at the end of each trial to proceed onto the
next. All sessions took place in the Linguistics Lab using a 32-inch monitor, a Mac
laptop, a high-frame-rate webcam, noise-canceling headphones, a mouse, and a key-
board. The monitor was placed at the back of the desk, and behind a webcam on a
tripod which was positioned roughly 1.5 feet away from the participant and angled
slightly upward to capture only their face. The laptop was set to the participant’s left
so they could press the spacebar with their left hand while maintaining gaze focus on

the screen.

RECORDING SETUP

OBS Studio is used to simultaneously record two screens and a webcam feed (See
Figure 4.4 for an example of an OBS captured video). The OBS setup included three

sources:

1. Screen Capture of the experiment, showing up at the bottom-right of the studio.
2. Video Capture Device for the webcam, placed in the bottom-left corner.

3. Browser Source showing a live timestamp (from currentmillis.com) above
the participant’s face for synchronization. This external timestamp allowed us
to later align participants’ gaze movements, as extracted from webcam video,
with the onset time of each trial in the PCIbex experiment. Because I did not
use PClIbex’s built-in eye-tracking function, this step was essential for validating

and pairing gaze data with the experimental timeline.
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currentmillis.com

«ems  CUFENtO millis
rwss 1745515943238

1745516694523

Figure 4.4: Example video frame exported from OBS during an
experimental session.

Before beginning the experiment, I calibrated the setup by adjusting the camera
angle and confirming the participant’s comfort and ability to view the screen clearly.
Participants were then instructed, both verbally and via the text instructions on
screen, to follow the moving objects with their eyes only and to minimize head and
shoulder movement during the task.

I conducted a test recording trial to confirm that screen capture, webcam align-
ment, and audio-visual synchronization were all functioning correctly. During this
stage, participants are instructed to follow the cursor around the screen using only
their eyes. The test video was reviewed for alignment, facial visibility, and timestamp
readability. All instructions were provided in the participants’ dominant language.

The experiment consisted of two phases: (1) an integrated training-baseline phase
and (2) the experimental phase. Each phase lasts 12-15 minutes, with a short break

in between. During the break, participants were encouraged to stretch, leave the lab,
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or get water during the break. All trials were built and presented using PCIbex, and

participants wore noise-canceling headphones throughout.

TRAINING AND BASELINE PHASE

The training and baseline phases were structured by place of articulation (POA) and
presented in blocked order: first BARK-PARK, then DART-TART, and finally
GUARD-CARD. The experiment did not interleave across POAs; each block was
completed in full before moving to the next.

Each POA block began with a training phase that familiarized participants
with the word-object mappings and the movement patterns associated with voicing.
Participants first saw the visual object corresponding to the voiced word travel along
the Y-channel three times (top-right exit), followed by the voiceless word object three
times (top-left exit). Next, they saw an interleaved series of six trials with decreasing
object visibility: the voiced and voiceless words alternated, first at 60% transparency
and then at 5%, with each word presented once at each level. This resulted in 10
training trials per training block. The purpose of this gradual transparency reduction
was to train participants to associate the auditory cue with directionality (voiced =
right, voiceless = left) and ultimately rely less on vivid visual information.

Immediately following training, participants completed the baseline perception
task for the same POA. Each baseline trial used the same Y-shaped simulation, but
now featured a question mark traveling upward, disappearing before the Y-fork. At
trial end, two static images (e.g., BARK and PARK) appeared at the endpoints of
the Y-channel. The auditory stimulus followed a 9-step VOT continuum, with each
step repeated 3 times, totaling 27 trials per POA block. This training, followed by
a baseline procedure, was repeated for each POA. After completing all three blocks,

participants were given a short break before continuing to the experimental phase.
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EXPERIMENTAL PHASE

In this phase, participants encountered two speaker guises: a native English speaker
and a non-native speaker matching the participant’s L1. Each guise began with a short
introductory video, followed by a simple comprehension question to ensure listeners’
engagement. The experimental trials were structurally identical to the baseline trials
but paired with Voice 2 (native guise) or Voice 3 (non-native guise). The voice-to-guise
assignment was randomized and counterbalanced across listeners. This was done to
prevent potential voice-specific effects from confounding social interpretation effects.

See Figure 4.5 for the entire workflow of AEM.

Phase I: Training & Baseline I Phase I1: Experimental Phase
. : ' ‘ ' randomization
Training: BARK-PARK Baselii
C E’::: T] ": Meet Speaker A Meet Speaker B
* L e BARK-PARK Answer 1 comprehension Answer 1 comprehension
« BARK (R; visif 60)) x 1 « 9 VOT steps ; uestion.
+ PARK (L; visih: 60)x | -+ 3 repetitions e e
+ BARK (R; visib. 5)x | (027
« PARK (L visib 5)x 1 |||
(N=10) Block 1: BARK-PARK Block 4: BARK-PARK
: » 9 VOT sieps — » O VOT sieps
= + 3 repetitions + 3 repetitions =
Training: DART-TART Baseline (N=27) (N=27)
«DART(R)x 3
< TART (L)x 3 DART-TART ' '|
« DART (R; visih. 60) x 1 « 9 VOT steps Block 2: DART-TART Block 5: DART-TART
« TART (L; visib. 60) x 1 + 3 repetitions + 9 VOT steps « 9 VOT steps =
« DART (R; visib. 5)x 1 (N=27 + 3 repetitions « 3 repetitions
« TART (L; visib. 5) x 1 “_J N=2T) N=27
(N=10)
.Training' GUARD—CARD. [ ) ] Block 3: GUARD-CARD Block 6: GUARD-CARD
: Baseline O stems g s
« GUARD (R) ¥ 3 « 9 VOT steps * 9 VOT steps @
«CARD(L)x 3 + 3 repetitions + 3 repetitions
ULy DART-TART
« GUARD (R: visib. 60) x 1 e v=27) (N=27)
» CARD (L; visib. 60)x | b
« GUARD (R; visib. 5) % 1 ' “Qf: pery

« CARD (L; visib. 5) x 1

(N=10)

Figure 4.5: Workflow and block structure of the AEM task.
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SUPPLEMENTARY INDIVIDUAL DIFFERENCES ASSESSMENTS

Participants completed a battery of tests assessing language background and cognitive
capacities, including the LEAP-Q, a working memory task, and the Autism Quotient.
Results from the supplementary questionnaires, and their correlations with VAS and

AEM performance are reported in Chapter 5.

4.3 ANTICIPATORY EYE MOVEMENT DATA PROCESSING PIPELINE

This section details the full processing pipeline used to transform raw audiovisual
recordings and experimental outputs into structured gaze features suitable for sta-
tistical modeling. The goal was to extract interpretable, trial-aligned indicators of
participants’ anticipatory eye movements (AEM), enabling comparisons across con-
ditions and listener groups. Below, I describe how OpenFace-derived gaze vectors,
PClIbex trial logs, and externally embedded UNIX timestamps are integrated to gen-

erate a clean, feature-rich dataset.

4.3.1 RAw DATA SOURCES AND STRUCTURE
PCIBEX EXPERIMENTAL LOGS

Each experimental session generated structured trial logs via PClbex, with data in-
cluding participant ID, group, condition (social guise), phonological contrast (e.g.,
BARK-PARK), video file, VOT step, behavioral response, and a timestamp for each
trial onset. These timestamps enabled approximate stimulus timing, but desynchro-

nized slightly from actual video playback due to machine-level timing differences.

Video Recording and External Unix Timestamps. To establish a common
timing reference, a live UNIX timestamp (unixtimestamp.com) is embedded in each

screen recording using OBS Studio. This visual timestamp served as a bridge between
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PCIbex’s internal timing and the external webcam video, allowing frame-accurate

alignment between stimulus presentation and facial/gaze behavior.

OpenFace Output. To extract frame-by-frame gaze information from participants’
webcam videos, each recording is processed via OpenFace 2.0, an open-source toolkit
for facial behavior analysis. OpenFace applies a deep learning—based model to detect
and track 68 facial landmarks across frames, including points around the eyes, nose,
jawline, and mouth. It uses these landmarks to estimate both head pose and eye gaze
direction.

The videos were originally captured at 260 Hz but were processed at 60 Hz due
to OBS compression settings. From each frame, I extracted the following OpenFace

outputs:

1. Eye gaze direction vectors (gaze_0_x/y/z, gaze_1_x/y/z): 3D unit vec-

tors representing the direction of gaze from each eye.

2. Head translation (pose_Tx, pose_Ty, pose_Tz): position of the partici-
pant’s head relative to the camera, describing horizontal /vertical displacement

and distance from the lens.

3. Head rotation (pose_Rx, pose_Ry, pose_Rz): orientation of the head in

space, expressed as rotations around the camera pitch, yaw, roll axes.

These raw features formed the input for subsequent geometric transformations

and normalization steps, described in later sections.

4.3.2 TEMPORAL ALIGNMENT OF TRIALS AND GAZE DATA

To analyze participants’ gaze behavior relative to each experimental trial, it is crucial

to align the timing of PCIbex trial onsets with the frame-level outputs from OpenFace.
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This alignment step required integrating information from two sources: the PClbex-
generated timestamp for each trial, and the real-time UNIX timestamp embedded in
each screen recording.

I began by manually reading the embedded UNIX time visible in the OBS videos.
For each experimental session, I recorded the screen time shown at the moment the
first trial appeared, as well as the time corresponding to a known later trial (typically
trial 2). These reference points allowed me to estimate the offset between PClbex-
reported trial start times and the actual system time shown in the video. This offset
was necessary because PClbex’s timestamps, while internally consistent, did not al-
ways match the local time on the recording machine. On average, I observed a dis-
crepancy of up to £250 milliseconds between the PCIbex timestamp and the true
video onset.

Using this time offset, I created a mapping between each PClIbex trial and a specific
segment of the video recording. I then extracted the corresponding video frames for
each trial and processed only those segments through OpenFace. This ensured that
each trial was represented by a precise, temporally aligned sequence of facial and gaze
data.

By anchoring the start of each gaze segment to a real-time UNIX timestamp, it
was possible to reconstruct a continuous timeline of where participants were looking
during each trial. This alignment step served as the foundation for all subsequent

segmentation, smoothing, and feature extraction.

4.3.3 CONVERTING GAZE TO SCREEN LOCATION

OpenFace does not provide screen-referenced gaze coordinates. To address this

problem, I implemented a geometric projection method via a custom function:
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estimate_screen_gaze_locations_by_head_pose(). This function performs the

following;:

1. Averages the 3D gaze direction vectors from both eyes (gaze_0_x/y/z,

gaze_1_x/y/z).

2. Shoots a ray from the participant’s estimated head center (pose_Tx, pose_Ty,

pose_Tz) along the gaze direction.

3. Calculates the (z, y) intersection of this ray with a virtual plane approximating

the screen.

The result was a continuous estimate of gaze location on the screen in hori-
zontal (x) and vertical (y) dimensions, expressed in millimeters. I refer to this output
as gaze_screen_x and gaze_screen_y.

To improve the stability and interpretability of these projections, I applied a two-

stage normalization procedure:

1. Head position normalization (pre-gaze extraction): Before projecting gaze
rays, I normalized head position by subtracting the median horizontal and verti-
cal head translation (pose_Tx, pose_Ty) over the trial. This step stabilized the
perceived location of the head within the camera frame, reducing session-level

bias caused by inconsistent video cropping or seating variation.

2. Screen gaze normalization (post-projection): After screen gaze coordinates
were extracted, I subtracted the trial-level median screen gaze (z, y) which
defines a neutral or “center” gaze baseline. This normalization allowed us to
classify gaze direction as left, center, or right relative to the participant’s own

head and seating position.
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This approach was validated by having the author trace a rectangle with their
eyes while allowing head movement, making the scenario more challenging than our
lab-recorded sessions. The resulting gaze trajectory formed a recognizable shape, con-
firming that the pipeline recovered spatial gaze information reliably (See Figure E.1

in Appendix E.

4.3.4 DIRECTIONAL CLASSIFICATION AND SEGMENTATION

Once normalized screen gaze values were computed, each frame in a trial was classified

as left, center, or right based on gaze_screen_x. Thresholds were applied as follows:

e Below —0.2 mm = left
e Between —0.2 and +0.2 mm = center

e Above +0.2 mm = right

This classified sequence was segmented into blocks of consistent gaze direction.
To reduce jitter and improve stability, I applied a median filter over a 10-frame
window (/& 167 ms at 60 Hz), replacing each frame’s classification with the majority
value in its window. This preserved genuine shifts in gaze while eliminating spurious
frame-level flickers.

Each trial was now represented by a sequence of stable, directionally labeled gaze

segments suitable for analysis.

4.3.5 SEGMENT CORRECTION AND GAZE ENCODING

Once directional segments were identified, I applied a final correction step to en-

sure segment boundaries reflected the true start and end of consistent gaze. Because
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smoothing via the median filter can shrink segments, delaying their onset and prema-
turely cutting them off, I used an expansion procedure that referenced the original
(unsmoothed) classification. This restored any early or late frames that had been
mistakenly excluded during smoothing.

From these corrected segments, I derived a set of trial-level gaze segment features
to summarize the segmented gaze trajectory in interpretable terms. For each trial, I

recorded the following information:

e Onset and duration of the first leftward and rightward looks segments, in mil-
liseconds:
(first_looks_left_time_ms,first_looks_left_duration_ms);

(first_looks_right_time_ms,first_looks_right_duration_ms)

e Onset and duration of the last leftward and rightward looks segments, in mil-
liseconds:
(last_looks_left_time_ms, last_looks_left_duration_ms);

(last_looks_right_time_ms, last_looks_right_duration_ms)
e Binary indicators for:
o Whether the trial’s first off-center look segment was leftward:

(first_looked_left)

o Whether the trial’s last off-center look segment was leftward:

(last_looked_left)
o Whether the first-to-last segment gaze direction changed during the trial:

(fixation_flipped_from_first_to_last)

An example of a segmented gaze trajectory with annotated features is shown in

Figure 4.6. This figure illustrates how directional gaze segments are identified, labeled
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(e.g., first vs. last), and color-coded, providing the structural basis for the feature set

used in later analysis.
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Figure 4.6: Example gaze segment encoding for a single trial.

The following gaze segment feature values are extracted for the scenario from the

figure:

e first_looks_left_time_ms — 1824.6

e first_looks_left_duration_ms — 547.4
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e last_looks_left_time_ms — 3151.6

e last_looks_left_duration_ms — 331.7

o first_looks_right_time_ms = 0

e first_looks_right_duration_ms = 364.9

e last_looks_right_time_ms = 2687.1

e last_looks_right_duration_ms — 182.5

e first_looked_left = FALSE

e last_looked_left = TRUE

e fixation_flipped_from_first_to_last = TRUE

These features enabled direct comparisons across trials and participants and were
designed to be both interpretable and statistically tractable.
In parallel, T calculated classification-based duration features, based on the raw

frame-level gaze direction labels:

e total_cropped_looks_left_duration_ms

e total_cropped_looks_right_duration_ms

e total_cropped_looks_at_center_duration_ms

These features encode the total times spent looking left or right across all frames
in the trial, regardless of segmentation, in milliseconds. The following gaze duration

feature values are obtained for the scenario from Figure 4.6:

e total_cropped_looks_left_duration_ms = 862.5
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e total_cropped_looks_right_duration_ms = 763.0

e total_cropped_looks_at_center_duration_ms = 1808.0

All features were extracted from the first 3,500 ms of each trial. Trials lasted up
to 4 seconds, but the final 500 ms are excluded to avoid capturing post-response or
off-task behavior. This cropping ensured our metrics reflected real-time perceptual
processing.

For statistical analysis, I focused on three key features: first_looked_left (bi-

nary), first_looks_left_time_ms (onset), total_cropped_looks_left_duration_ms.

4.3.6 REGIONAL THRESHOLD TUNING AND FINAL SELECTION

To determine the most reliable and interpretable version of our dataset, I tested

combinations of two pipeline parameters:

1. Trial-level centering: Whether the gaze_screen_x trajectory was median-

centered per trial (as described in Section 4.3.3).

2. Region threshold width: How wide the neutral center region was defined for

classification. I tested thresholds of +2 mm, £+3.5 mm, and +5 mm.

Each combination produced a variant of the dataset, which I evaluated using two

criteria:

1. Visual inspection of gaze classification across VOT steps.

2. Statistical alignment with expected perceptual patterns.

Wider thresholds yielded more trials classified as beginning from the “center,”
increasing retention but also reducing sensitivity to directional bias. Centering re-
moved persistent head bias but introduced greater variability across participants if
done improperly.
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Ultimately, I selected the version with trial-level centering and a +2 mm cen-
ter region. This dataset offered the best trade-off between interpretability, partici-
pant retention, and model performance. It served as the final input for all subsequent

statistical analyses.

4.4 STATISTICAL ANALYSIS OF GAZE BEHAVIOR

This section outlines the statistical approach used to address our research questions
about gaze behavior during voicing contrast categorization. I analyze data from a
bilingual participant sample using generalized and linear mixed-effects models to test
how gaze responses are shaped by acoustic input and social guise.

I begin in Section 4.4.1 by addressing RQ1, which evaluates whether the An-
ticipatory Eye Movement (AEM) paradigm captures reliable, categorical perception
of voicing contrasts in baseline trials. The remaining sections address RQ2, asking
whether, and how, social guise influences real-time categorization. We examine three

gaze-based measures:

e First look direction (Section 4.4.2) captures early categorization decisions;

e Onset latency (Section 4.4.3) measures how quickly listeners commit to a

voiceless interpretation;

e Total leftward gaze duration (Section 4.4.4) indexes the strength and per-

sistence of that perceptual commitment.

For each measure, we fit separate models by listener group x POA subset, using
vot_step and condition variables as fixed effects and add random intercepts for
the participant variable. Analyses are conducted both across the full VOT continuum

and at ambiguous VOT steps, identified via predicted categorization probabilities or
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fixed at Step 6 for time-based measures. This modeling framework allows us to test
whether social guise shapes not only what listeners categorize, but when and how

strongly they do so in real time

4.4.1 VALIDATING THE AEM PARADIGM FOR SPEECH PERCEPTION (RQ1)

Our first analytical goal was to establish whether anticipatory eye movements (AEM)
could reliably capture categorical voicing perception in a lexical decision context.
Given that the AEM paradigm is relatively novel and only minimally explored in
speech perception research (Kong and Edwards, 2011), it was essential to first demon-
strate its basic functionality and robustness within our bilingual listener population.
To do so, we undertook a careful preprocessing and validation procedure designed
both to assess the paradigm’s effectiveness and to prepare a high-quality dataset for

subsequent analyses.

PREPROCESSING OF SESSIONS

We tested 51 bilingual participants (24 Chinese, 27 Russian), each completing two
sessions: one baseline (acoustic cues only) and one experimental (with social guise).
From 102 total recordings, we excluded sessions with major technical issues, such as
missing PClIbex logs, poor-quality video, or insufficient facial landmark tracking by
OpenFace. This processing led to the retention of 93 usable sessions, representing a

high technical retention rate of 93.5%.

Accuracy-based Validation. Next, we implemented an accuracy-based validation
check to assess whether the retained sessions indeed reflected reliable categorical voic-
ing perception. We applied this check to baseline sessions only, which served as

the most direct test of whether participants could map clear acoustic signals to the
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correct visual side. If participants failed to respond categorically in this condition,
it would suggest either a lack of engagement or a breakdown in the AEM paradigm
itself, thus making any interpretation of social modulation effects in the experimental
blocks unreliable.

To evaluate this effect, we examined participants’ gaze responses on the endpoint

steps of the VOT continuum:

e On Step 1 trials (unambiguously voiced), the correct response was NOT to look

left (first_looked_left == FALSE).

e On Step 9 trials (unambiguously voiceless), the correct response was to look left

(first_looked_left == TRUE).

For each baseline session, we calculated the proportion of trials meeting these ex-
pected categorical gaze responses and applied a conservative accuracy threshold of
70%. Sessions that did not meet this criterion were excluded from further analysis.
This step served two key functions: first, it explicitly validated the effectiveness of
the AEM paradigm in capturing participants’ categorical perception responses (ad-
dressing RQ1 directly); and second, it ensured that the final analytic sample consisted
solely of participants who provided reliable and interpretable gaze data for subsequent
analyses (RQ2 and RQ3).

After filtering, 87 sessions remained (42 baseline, 45 experimental), yielding an
accuracy-based retention rate of 93.55% from 93 usable sessions and 85.29% from all
102 recorded sessions. This high rate of compliance — both across listener groups
and experimental phases — supports the viability of AEM as a method for capturing
real-time phonological categorization.

Figure 4.7 shows a breakdown of session counts by listener group and gender before

and after applying the accuracy filter. Figure 4.8 illustrates accuracy on endpoint
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trials across all three conditions: baseline, native, and non-native. Notice that only
in the baseline condition do combined responses to Step 1 and Step 9 consistently
exceed the 70% threshold (marked by the red dashed line). In experimental blocks,
accuracy was more variable, as expected, since social guise was hypothesized to bias
perception. Sessions with subthreshold accuracy in native or non-native conditions
(e.g., Participant 021F_CN_Sh_AEM-social) were still retained, because the accuracy
filter applied only to baseline blocks.

Taken together, these filtering steps and high retention rate confirm that our
novel AEM paradigm elicits categorically meaningful gaze responses and can provide

a solid foundation for analyzing more nuanced social modulation effects in subsequent

sections.
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Figure 4.7: Participant counts and retention rate by listener group: pre-
vs. post-filtering.
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4.4.2 SOCIAL MODULATION OF (GAZE BEHAVIOR: FIRST LOOK DIRECTION

(RQ2)

This section examines whether social guise biases the initial perceptual categorization
of voicing contrasts in real time, as reflected in the directionality of the first off-center
gaze. Our binary dependent variable, first_looked_left, serves as a proxy for voice-
less categorization. This metric captures the initial categorical decision, offering a dis-
crete index of how social expectations may sway early perceptual commitment across
VOT continua. To visualize group-level patterns in initial categorization, Figure 4.9
plots the proportion of first looks to the left (voiceless) across all VOT steps, by con-
dition and listener group. This provides a descriptive overview of how gaze responses

shift along the continuum and under different social guises.
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Figure 4.9: Proportion of first looks to the left by VOT step, condition,
and listener group. Line plot showing mean voiceless categorization (first leftward
gaze) across VOT steps 1-9. Top row: Chinese listeners; bottom row: Russian
listeners.
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We fit six generalized linear mixed-effects models (GLMMs), one for each listener

group X PoA subset. The model structure was:

glmer(first_looked_left ~ vot_step * condition + (1 | id),

family = binomial)

Here, vot_step was modeled as a numeric predictor, the condition variable included
baseline, native, and non-native guises, and a random intercept by id accounted for

participant variability.

CHINESE LISTENERS

For Chinese listeners, gaze behavior followed a consistent VOT-driven categorical pat-
tern across all three PoAs. In BARK-PARK, the shift toward voiceless categorization
began as early as Step 6, with a significant increase in looks to the left (5 = 2.60,
p < .001), followed by steep increases through Steps 7-9. Similarly, DART-TART
showed a marked rise in voiceless categorization beginning at Step 6 (8 = 1.18,
p = .015), with peak responses by Step 9 (5 = 5.68, p < .001). In GUARD-CARD,
voiceless categorization emerged strongly from Step 7 onward (8 > 3.83, p < .001),
reflecting robust category boundaries across all contrast sets. The slightly later emer-
gence of voiceless categorization in the velar series (GUARD-CARD) likely reflects
cross-linguistic and acoustic factors. Velar stops generally exhibit longer and more
variable VOTs than labial or alveolar stops (Lisker and Abramson, 1964; Cho and
Ladefoged, 1999), which may delay the perceptual boundary. Additionally, compared
to Russian listeners, Mandarin listeners’ experience with longer VOTs in both Man-
darin and English could further reinforce this rightward boundary shift observed for

the velar voicing contrast.
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Social guise effects emerged primarily at the higher VOT steps. In BARK-PARK
and DART-TART, Step 9 was significantly less likely to elicit a voiceless (left) re-
sponse when the talker was presented as native (BARK-PARK: = —1.65, p = .034;
DART-TART: p = —2.79, p = .018), indicating that native guises suppressed voice-
less categorization even when the acoustic cue was unambiguous. In DART-TART
and GUARD-CARD, similar suppression effects occurred under the non-native guise,
particularly at Step 8 (DART-TART: § = —1.47, p = .041; GUARD-CARD: 8 =
—2.35, p = .004). See Table 4.2 below for a summary of all significant effects from
the three GLMM models, one for each PoA.

Table 4.2: Significant fixed effects for Chinese listeners (RQ2).

Model (PoA) Effect Term
CN_ BARK-PARK

Estimate SE z p-value

vot_stepb 2.60 0.50 5.24 <.001
vot_step7 3.42 055 6.23 <.001
vot_step8 3.42 0.55  6.23 <.001
vot_step9 421 0.65 6.46 <.001
vot_step9 X native -1.65 0.78 -2.12 .034
CN_DART-TART
vot_step6 1.18 0.49 2.43 015
vot_step8 3.77 039  6.43 <.001
vot_step9 0.68 1.09 5.23 <.001
vot_step9 X native -2.79 1.18 -2.37 018
vot_step8 X non-native -1.47 0.72 -2.05 .041
vot_step9 X non-native -3.47 1.16 -2.99 .003
CN_GUARD-CARD
vot_step7 3.83 0.60 6.36 <.001
vot_step8 439 0.70 6.23 <.001
vot_step9 3.83 0.60 6.36 <.001
vot_step9 X native -1.37 0.74 -1.85 .064
vot_step7 X non-native -1.62 0.73 -2.21 027
vot_step8 X non-native -2.35 0.81 -2.90 .004
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RUSSIAN LISTENERS

For Russian listeners, voiceless categorization began to emerge significantly at VOT
Step 6 across all three PoAs. In BARK-PARK, Step 6 marked the onset of a signif-
icant shift (8 = 3.918, p < .001), with similarly strong effects observed at Steps 7-9
(8 > 3.5, all p < .001), indicating a sharp, early boundary in categorization. A com-
parable pattern was found in DART-TART, with a significant increase in leftward
looks already at Step 6 (8 = 3.006, p < .001), followed by a pronounced rise at Steps 7
through 9 (5 > 4.3, all p < .001). In GUARD-CARD, voiceless categorization also
became significant at Step 6 (8 = 2.649, p < .001) and remained strong across higher
steps.

Although the main effects of condition were not significant, two specific interac-
tion terms reached significance (Table 4.3). In DART-TART, a significant interaction
at Step 9 with the non-native guise (5 = —1.549, p = .048) indicated reduced voiceless
categorization in this condition, despite the strong acoustic cue. A similar suppression
effect appeared in GUARD-CARD at Step 8 (f = —1.342, p = .043), also limited to
the non-native guise. No significant interactions emerged for the native guise in any
PoA. These results suggest that while VOT was the dominant driver of perceptual
categorization, non-native guise could attenuate voiceless responses at high VOT steps
in some contexts, particularly in mid-to-late phases of categorization in DART-TART

and GUARD-CARD. No such modulation was observed in BARK-PARK.
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Table 4.3: Significant fixed effects for Russian listeners (RQ2).

Model (PoA) Effect Term Estimate  SE z p-value
RU_BARK-PARK
vot_step6 3.918 0492 7.971 <.001
vot_step7 3.804 0.482 7.889 <.001
vot_step8 4.329 0.533 8.118 <.001
vot_step9 3.599 0.468 7.695 <.001
RU_DART-TART
(Intercept) -2.169 0.383 -5.668 <.001
vot_step6 3.006 0.455 6.609 <.001
vot_step? 4.338 0.534 8.121 <.001
vot_step8 4.658 0.572 8.148 <.001
vot_step9 4.856 0.600 8.094 <.001
vot_step9 X non-native -1.549 0.785 -1.974 .048
RU GUARD-CARD
vot_step6b 2.649 0430 6.169 <.001
vot_step7 3.630 0471 7.712 <.001
vot_step8 3.837 0.485 7.905 <.001
vot_step9 3.730 0477 7.812 <.001
vot_step8 X non-native -1.342  0.663 -2.024 .043

Across both listener groups, first look direction revealed consistent VOT-driven
categorization, with perceptual boundaries emerging at Step 6 and strengthening
sharply through Steps 7-9. However, social guise effects diverged by group and con-
text: Chinese listeners showed consistent suppression of voiceless categorization at
high VOT steps under both native and non-native guises in all contrasts, whereas
Russian listeners only showed non-native suppression in a limited set of contrasts.

Because these full-model results span the entire continuum, social modulation
effects can be diffuse or overlap with strong acoustic cues. To pinpoint where social
guise effects are perceptually meaningful, we next isolate analysis at each group’s

ambiguous VOT step.
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SOCIAL EFFECTS AT AMBIGUOUS STEP

To more precisely assess where social guise exerts perceptual influence, I conducted
a focused analysis at each group’s ambiguous VOT step, defined as the point on the
continuum where voiceless categorization was most uncertain (i.e., closest to 50%).
These steps were initially identified using model-predicted categorization probabili-
ties from the full GLMMs (see Table 4.4). In most cases, this yielded a perceptually
plausible midpoint (e.g., Step 5 or 6). However, in RU BARK-PARK, the model
selected Step 9 as the closest to 50% voiceless response, despite this step being acous-
tically unambiguous and far from the expected perceptual boundary. To maintain
interpretive consistency and ensure that true ambiguity can be captured, I manually
adjusted the ambiguous step for RU BARK-PARK to Step 6, which exhibited the
second-closest predicted categorization rate and better aligned with the acoustic and

perceptual midpoint.

Table 4.4: Ambiguous VOT step and predicted voiceless categorization
by group x POA.

Group X POA Ambiguous Step Predicted P (Voiceless)
CN_BARK-PARK 6 0.762

CN_DART-TART ) 0.592
CN_GUARD-CARD 6 0.480
RU_BARK-PARK 6 0.843
RU_DART-TART 6 0.758
RU_GUARD-CARD ) 0.776

I then re-fit GLMMs for each group x POA subset, limiting the data to the rele-
vant ambiguous step and testing whether social guise (condition) modulated the
likelihood of a first leftward (voiceless) gaze. Significant guise effects were observed

in three subset models:
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e Chinese listeners showed enhanced voiceless categorization under both native

and non-native guises:

o In DART-TART, compared to baseline, the odds of a leftward gaze in-
creased significantly under both native (5 = 2.19, p = .004) and non-

native (§ = 1.78, p = .016) conditions.

o In GUARD-CARD, both native (8 = 0.85, p = .046) and non-native
(8 = 1.32, p = .002) guises similarly boosted voiceless looks relative to

baseline.

e Russian listeners showed a more selective effect: only in GUARD-CARD, the
non-native guise significantly increased voiceless categorization (5 = 1.45,

p = .011). No significant native guise effects were found in any PoA for this

group.

Table 4.5: Significant guise effects at ambiguous VOT step (by listener
group x POA).

Group x POA Term Estimate SE z p-value
CN_DART-TART native 2.192  0.754  2.907 .004
CN_DART-TART non-native 1777 0736 2.413 .016
CN_GUARD-CARD native 0.845 0.423 1.996 .046
CN_GUARD-CARD non-native 1.316 0.433 3.041 .002
RU_GUARD-CARD non-native 1.452  0.570 2.544 011

These patterns are visualized in Figure 4.10, which plots the proportion of first
leftward looks (voiceless categorizations) by condition at each group’s ambiguous
step. Among Chinese listeners in DART-TART, only 37%"! of baseline trials elicited

a leftward gaze, compared to 73% in the native guise and 67% in the non-native

1See Figure G.1 in Appendix G for descriptive statistics of Voiceless Categorization by
Condition for how these percentages were derived.
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guise. In GUARD-CARD, the voiceless response rate rose from 31% (baseline) to 51%
(native) and 62% (non-native). For Russian listeners, baseline voiceless categorization
in GUARD-CARD was already relatively high (65%) and increased further under
social guise (78% in native, 86% in non-native), suggesting social amplification of an
existing bias.

These results support the idea that social information can selectively shape per-
ceptual decisions at points of maximal ambiguity, though the direction and magnitude

of this effect differ by listener group and lexical context.
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Figure 4.10: Proportion of voiceless categorizations by condition at
ambiguous VOT step 6.

4.4.3 SOCIAL MODULATION ON LEFT LOOK ONSET LATENCY
INTERPRETING LATENCY AS A CUE TO EARLY COMMITMENT
Onset latency to the first leftward gaze provides a fine-grained index of how quickly

participants commit to a voiceless interpretation. Unlike the binary first_looked_left
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indicator, this measure captures response timing and is sensitive to subtle shifts in
real-time categorization. If social guise influences perception, we expect listeners to
initiate leftward looks faster or slower depending on the talker’s perceived identity.
Below we outline the modeling procedure and summarize group-level results across
and within VOT steps.

I fit separate linear mixed-effects models for each Listener Group x POA sub-
set using the formula: Ilmer (log(first_looks_left_time_ms) ~ condition *
vot_step + (1 | id)). We treat VOT step (as a numeric predictor) and condition
(baseline, native, non-native) as fixed effects, with participant as a random intercept.

Across all three continua, both Chinese and Russian listeners showed reliably faster
leftward gaze onset as VOT increased. Figure 4.11 plots these patterns by VOT step

and condition.
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Figure 4.11: Mean onset time to first leftward gaze (ms) across VOT
steps. Lines represent condition means; ribbons show +1 SE. Top row: Chinese
listeners; bottom row: Russian listeners.
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For Chinese listeners (Table 4.6), each one-step increase in VOT led to a 19% faster
look in BARK-PARK, 13% faster in DART-TART, and 13% faster in GUARD-CARD
(p < 0.001). Additionally, a native guise in DART-TART produced a 6.5% further
speeding (p = 0.036), demonstrating that the presence of an American talker can
further accelerate voiceless-cue commitment, but only in selective POA and lexical
contexts.

Russian listeners (Table 4.7) exhibited comparable speeding effects across VOT
steps: 17% faster per step increase in BARK-PARK (p < 0.001), 20% in DART-
TART (p < 0.001), and 19% in GUARD-CARD (p < .001). However, no significant
social guise effects were observed in this group.

Table 4.6: Significant effects in left look onset latency of Chinese listeners.

POA Term Estimate SE  t-value p-value
BARK-PARK vot_step -0.208 0.0218  -9.50 < .001
DART-TART vot_step -0.140 0.0252  -5.54 < .001
DART-TART native : vot_step -0.0676  0.0321 -2.10 .036

GUARD-CARD vot_step -0.138 0.0202  -6.85 < .001

Table 4.7: Significant effects in left look onset latency of Russian listeners.

POA Term Estimate SE  t-value p-value
BARK-PARK vot_step -0.183 0.0180  -10.2 < .001
DART-TART vot_step -0.219 0.0173  -12.6 < .001
GUARD-CARD vot_step -0.215 0.0177  -12.1 < .001

LATENCY EFFECT AT AMBIGUOUS STEP

To isolate where social guise most strongly modulates perceptual timing, we focused

on VOT Step 62, the point of maximum acoustic ambiguity. I fit separate models per

2While ambiguous-step analyses in Section 4.4.2 were based on model-estimated voice-
less categorization rates (Table 4.5), latency and total-duration measures in Sections 4.4.3
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subset using only Step 6 trials. Only the BARK-PARK continuum yielded significant

social effects (Table 4.8; Figure 4.12):

e For Chinese listeners, leftward looks under the native guise were initiated 62.5%

faster than baseline (5 = —0.981, SE = 0.448, t = —2.19, p = 0.040).

e For Russian listeners, the non-native guise (Chinese) slowed leftward gaze onset

by 106% (8 = +0.725, SE = 0.355, t = +2.04, p = 0.049).

Table 4.8: Significant social guise effects on voiceless look onset latency

Onset Latency of First Lefiward Gaze (ms)

at ambiguous VOT step 6.

Listener x POA Term Estimate SE  t-value p-value
CN_BARK-PARK native -0.9810  0.4478 -2.19 .040
RU_BARK-PARK non-native  +0.7253  0.3549 +2.04 .049

at VOT Step 6
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Figure 4.12: Left gaze onset latency at ambiguous VOT step 6 by

condition.

and 4.4.4 were analyzed uniformly at VOT Step 6. This choice reflects Step 6’s central
position in the 9-step continuum and its role as the most acoustically ambiguous point,

independent of binary categorization outcomes.
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No other subset showed significant effects. These patterns are visualized in Fig-
ure 4.12’s violins, with a downward shift for the native guise (American) among Chi-
nese listeners (green, top-left) and an upward shift for the non-native guise (Russian)

among Russian listeners (blue, bottom-left).

4.4.4 SOCIAL MODULATION ON TOTAL LEFTWARD DURATION TIME.

Whereas the previous two sections focused on initial gaze decision behavior, such
as the probability of the first off-center look being left and the latency to initiate a
voiceless-directed gaze, the present analysis considers total duration of gaze to the left
as a measure of cumulative perceptual commitment. Specifically, we interpret longer
total leftward gaze time as evidence of sustained attention toward the voiceless inter-
pretation across the course of a trial. Unlike earlier metrics that capture initial bias or
hesitation, total leftward duration reflects the depth and persistence of voiceless cat-
egorization, offering insight into how social guise continues to shape perception over
time. An overview of total leftward gaze duration patterns by VOT step, condition,

and listener group is shown in Figure 4.13.
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Figure 4.13: Total duration of leftward gaze by VOT step and condition.

SOCIAL EFFECTS ACROSS ALL VOT STEPS

To investigate how social guise modulated voicing perception throughout the VOT
continuum, we modeled total leftward gaze duration across all nine VOT steps for
each listener group and POA pair. Separate linear mixed-effects models were fit to
each of the six subsets, with vot_step treated as a factor and condition (baseline,
native, non-native) as the social manipulation. The dependent variable was the
log-transformed total duration of gaze to the left, interpreted as increased voiceless
categorization. Each model included random intercepts for participants.

The analysis revealed that social guise influenced voiceless perception in four of
the six models (Table 4.9), though the effects were not uniform across the continuum.
In some cases, guise exerted a broad influence; in others, its effects were sharply

localized to a specific VOT step.
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Table 4.9: Significant effects of social guise on leftward gaze duration
across all VOT steps.

Listener x POA Term Estimate SE t¢-value p-value
CN_BARK-PARK native 0.478 0.241 1.98 .049
CN_BARK-PARK non-native : vot_step9 -0.767 0.288  -2.66 .008
CN_GUARD-CARD non-native : vot_step9 -0.622 0.302  -2.06 .040
RU_DART-TART native : vot_step3 0.740 0272  2.72 .007

For Chinese listeners, native guises led to a general increase in voiceless cate-
gorization in the BARK-PARK continuum, reflected in a significant main effect of
condition (5 = 0.478, p = 0.049). This pattern suggests an overall perceptual bias
favoring voiceless interpretations under native social expectations. In contrast, step-
specific interaction effects emerged in the DART-TART and GUARD-CARD con-
tinua. Under the non-native guise (Chinese guise), Chinese listeners showed reduced
voiceless categorization at Step 9, despite the acoustic signal being highly voiceless.
This pattern suggests that strong social cues may override acoustic certainty and
bias listeners away from default perceptual mappings (DART-TART: = —0.767,
p =0.008; GUARD-CARD: = —0.622, p = 0.040).

Among Russian listeners, one interaction reached significance in the DART-TART
continuum: under the native guise, listeners were more likely to look toward the
voiceless target at Step 3, where the VOT value was relatively ambiguous (5 = 0.740,
p = 0.007). This finding suggests that social cues may sharpen voicing categorization

at the early boundary for Russian listeners when expectations align with the guise.

SocIiAL EFFECTS AT AMBIGUOUS STEP 6

Because social guise effects across the full VOT continuum were variable in direction

and location, we conducted a focused analysis at Step 6, where the acoustic signal is
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maximally ambiguous and social expectations are most likely to guide categorization.
We fit six separate linear mixed-effects models (one per listener group x POA subset),
predicting the log-transformed total leftward gaze duration as a function of vot_step
and condition, with random intercepts for participants. In this target analysis, only
one significant social effect emerged: CN_GUARD-CARD. Under the non-native guise,
Chinese listeners in the GUARD-CARD continuum prolonged their total gaze on
the voiceless target 65% relative to baseline (f = +0.50, SE = 0.25, t = 2.02,
p < 0.05 *), suggesting that social expectations can override acoustic ambiguity to
strengthen a perceptual commitment. This effect is visualized in Figure 4.14, which
shows the increase in total leftward gaze duration under the non-native condition at
Step 6, compared to both baseline and native guises. No other condition or continuum

reached significance.
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Figure 4.14: Total leftward gaze duration at ambiguous VOT step 6 in
CN_GUARD-CARD condition.
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4.5 RESULTS

4.5.1 RQ1: FEASIBILITY OF AEM PARADIGM

Baseline trials were used to determine whether the Anticipatory Eye Movement
(AEM) paradigm reliably captures categorical perception of voicing. We assessed
participants’ gaze behavior on unambiguous VOT tokens—Step 1 (voiced) and Step
9 (voiceless)—and calculated accuracy based on whether their first off-center gaze
aligned with the correct phonological target. After excluding low-quality recordings,
93 sessions remained technically usable. Among these, 87 sessions met the predefined
70% accuracy threshold, resulting in a 93.55% accuracy-based retention rate from
usable sessions and 85.29% from all 102 recordings. This high rate of perceptually re-
liable behavior across listener groups confirms that the AEM paradigm is an effective

tool for tracking real-time phonological categorization.

4.5.2 Q2: INFLUENCE OF SOCIAL GUISE ON GAZE-BASED CATEGORIZATION

The next question asked whether listeners’ gaze behavior, when categorizing voicing
contrasts on VOT continua, is modulated by social guise, and if so, how. Across all
three gaze metrics (first look direction, onset latency, and total gaze duration), we
tested both the presence of an effect (i.e., native or non-native guise vs. baseline) and

the type of effect (i.e., native vs. non-native).

PRESENCE OF SOCIAL GUISE EFFECT

Overall, social guise influenced gaze-based categorization in several contexts, but ef-
fects were measure-dependent, POA-specific, and more consistent among Chinese

than Russian listeners.
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In first look direction, Chinese listeners showed suppression of voiceless categoriza-
tion at high VOT steps under both native and non-native guises. Russian listeners, by
contrast, exhibited fewer effects; only non-native guises reduced voiceless responses,
and only in specific continua. These results suggest that the presence of social in-
formation can dampen voiceless categorization, particularly among Chinese listeners
who may be more sensitive to explicit social cues in unfamiliar speech contexts.

In onset latency, Chinese listeners responded more quickly to voiceless targets as
VOT increased. Notably, under the native guise in DART-TART, they exhibited sig-
nificantly faster gaze onsets, supporting the prediction that social guise can accelerate
perceptual commitment. Russian listeners again showed no clear effects of guise on
timing, reinforcing the idea that social modulation is more pronounced in the Chinese
group.

In total duration, social guise also impacted sustained attention. Chinese listeners
exhibited longer leftward gaze durations under the native guise in BARK-PARK, and
shorter durations under the non-native guise in DART-TART and GUARD-CARD.
These effects were amplified at ambiguous VOT steps, where the acoustic signal pro-
vided less clarity. Among Russian listeners, only one condition showed a significant
duration effect: increased voiceless gaze time under the native guise in DART-TART.

Collectively, these findings support the alternative hypothesis (H;): the presence
of social guise affects online perceptual behavior. While this was not universally true
across all groups and conditions, the clearest effects emerged in ambiguous contexts,

and were primarily observed in the Chinese group.

TYPE OF SOCIAL GUISE EFFECT

We also asked whether the type of guise—native vs. non-native—elicited different

perceptual outcomes. Here, the evidence is more selective but still meaningful.
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Chinese listeners showed differences between native and non-native guises in both
first look direction and duration, particularly in GUARD-CARD and DART-TART.
For example, at ambiguous steps, voiceless responses were significantly more frequent
and sustained in the native condition than in the non-native one, suggesting a stronger
expectation—cue alignment for native guises. These effects imply that talker identity
shapes not only whether social information is used, but how it is interpreted.

Russian listeners, by contrast, showed minimal differentiation between native and
non-native guises. When social effects appeared, they were limited to non-native sup-
pression and did not involve divergent responses based on guise type. This asymmetry
suggests that Russian listeners may have weaker or less flexible social-perceptual map-
pings in this context, or that the guises used were less meaningful to them than to

the Chinese group.

4.5.3 Do SocIAL GUISES ACTIVATE L1- OrR L2-SPECIFIC PHONOLOGICAL EX-

PECTATIONS?

The findings across gaze measures provide partial support for the idea that a talker’s
social guise activates language-specific phonological expectations, aligning listeners’
perceptual boundaries with the L1 or L2 of the talker.

For Chinese listeners, the results were broadly consistent with predictions. Across
all three gaze measures, listeners behaved as if they expected different voicing bound-
aries depending on the talker’s social identity. Under the Chinese guise (non-native),
participants were less likely to interpret ambiguous tokens as voiceless, consistent
with Mandarin’s long-lag VOT system, where longer VOTs are needed to categorize

a stop as voiceless. This manifested as:
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e Fewer first leftward looks in first-look data (especially at high VOT steps
in GUARD-CARD and DART-TART);

e Slower gaze onsets to the voiceless target in ambiguous BARK-PARK tokens;

e Shorter total gaze durations toward voiceless targets, suggesting a weaker

commitment to voicelessness.

In contrast, under the American guise (native), Chinese listeners consistently
showed greater voiceless categorization—faster gaze onsets, more first leftward looks,
and longer total gaze durations—suggesting that they were aligning their perceptual
expectations with English phonological norms. These effects were strongest in am-
biguous trials (e.g., Step 6), where top-down social expectations have the most room
to influence perception.

For Russian listeners, the prediction was that the Russian guise (non-native) would
activate a short-lag voicing boundary, making ambiguous tokens more likely to be
perceived as voiceless, while the American guise (native) would yield a more conser-
vative, English-like categorization boundary. However, this pattern was not strongly

supported across measures.

e In first look direction, social guise effects were minimal and inconsistent.

e In onset latency, the only notable effect was slower voiceless gaze onset under

the non-native (Russian) guise, opposite to prediction.

e In total gaze duration, the sole significant effect was an increase in voiceless

gaze time under the native (American) guise, again contrary to expectations.

This finding suggests that Russian listeners either did not reliably activate their L1

voicing system in response to the guise, or that the guise cues were less perceptually
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or socially salient to them than to Chinese listeners. It is also possible that Russian
listeners, who generally showed strong categorical behavior across all steps, were less
susceptible to social modulation overall.

In short, while Chinese listeners exhibited systematic shifts in voicing catego-
rization aligned with guise-based L1/L2 activation, Russian listeners did not. This
asymmetry may reflect group-level differences in L.2 dominance, social-indexical sen-
sitivity, or exemplar flexibility, and suggests that the impact of social guise on speech
perception is not uniform, but shaped by listener-specific factors and language pair

dynamics.

4.6 DISCUSSION

This experiment investigated how social cues influence bilingual lexical processing us-
ing an audio-visual matched-guise paradigm with anticipatory eye-tracking. Results
revealed that visual information about a talker’s identity can modulate phonetic cate-
gory perception in a lexical task, but this effect was group-specific: Chinese L2-English
listeners showed shifts in their perceptual boundaries based on the talker’s perceived
identity, whereas Russian L2-English listeners did not. Below, I discuss these findings
in relation to broader concepts of bilingual lexical processing, real-time gaze behavior,

sociophonetic expectation effects, and cross-group sociocultural differences.

4.6.1 SOCIAL MODULATION OF VOICING CONTRAST

Across all three gaze measures, Chinese listeners exhibited significant changes in cat-

egorization behavior based on the perceived identity of the talker. Under the native
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(American) guise, they were more likely to categorize ambiguous VOT steps as voice-
less—consistent with English phonological boundaries. Under the non-native (Chi-
nese) guise, they showed more conservative categorization, aligning with Mandarin’s
long-lag VOT boundary. This pattern appeared not only in categorical first looks,
but also in faster gaze onset and longer voiceless gaze durations under the American
guise.

These effects suggest that visual social cues activated language-specific expecta-
tions, shifting perceptual boundaries in the direction of the talker’s presumed L1.
Such findings are consistent with exemplar-based models of speech perception, which
propose that socially-indexed expectations shape how ambiguous input is categorized
(Hay et al., 2006; Sumner et al., 2014). They also align with prior matched-guise
research showing that listeners adjust their interpretation of speech sounds based on
race, accent, or region (Rubin, 1992; Casasanto, 2008; Babel, 2012). The present study
extends these effects into real-time lexical decision-making, showing that phonological
category activation is not immune to top-down social bias, even when listeners are
processing words in isolation.

For Russian listeners, however, the pattern was different. We expected that the
Russian guise (non-native) might shift perceptual boundaries toward the shorter VOT
distinctions typical of Russian. Instead, social guise had little impact on any gaze mea-
sure. While some marginal effects emerged, they were not consistent with predictions
and did not show strong evidence of either native or non-native modulation. This sug-
gests that Russian listeners, in this task, were less influenced by social expectations

in their categorization behavior.
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4.6.2 INTERPRETING GROUP DIFFERENCES

Why might Chinese and Russian bilinguals respond differently to the same social ma-
nipulation? We offer several speculative but grounded interpretations, which will be
further explored in Chapters 5 and 6. One possible explanation lies in raciolinguistic
ideologies (Flores and Rosa, 2015; Rosa and Flores, 2017). Although both groups are
L2 speakers of English, their social positioning within U.S. racial and linguistic hierar-
chies is not equal. Russian immigrants, (majority perceived) as white Europeans, may
enjoy greater linguistic security and be perceived as more “legitimate” speakers—even
when they are not native. This may reduce both their internal motivation to monitor
social cues and their external pressure to adapt their expectations based on a talker’s
identity. Chinese immigrants, by contrast, may be more aware of being perceived as
non-native, regardless of fluency, and more attuned to subtle racialized evaluations of
speech (Rubin, 1992; McGowan, 2015; Gnevsheva, 2015). Their increased perceptual
flexibility may reflect a kind of sociophonetic vigilance, developed through navigating
accent-based marginalization (Lippi-Green, 2012).

Additionally, there may be cultural differences in communication style. East Asian
communicative norms emphasize attentiveness to context, social roles, and indirect-
ness (Markus and Kitayama, 1991), whereas Russian communication is typically de-
scribed as more direct and speaker-focused (Dong, 2009; Leech and Larina, 2014).
These tendencies could affect whether listeners are inclined to incorporate talker-
related cues into early perception. Such interpretations are speculative, but align
with our findings: Chinese listeners appeared more responsive to social context and
more willing to shift their perceptual boundary when ambiguity was present. Russian

listeners relied more heavily on the acoustic signal itself.
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Another contributing factor may be familiarity with talker-specific accent pat-
terns. Chinese listeners may have clearer mental representations of what Chinese-
accented English sounds like, making it easier to adjust expectations when seeing a
Chinese face. Russian listeners may lack that same perceptual mapping for Russian-
accented English in this task context. Chapter 6 will explore how accent familiarity

and listener beliefs contribute to category shifting.

4.6.3 METHODOLOGICAL CONTRIBUTIONS

Beyond theoretical insight, this study demonstrates the viability of anticipatory eye
movements (AEM) task as a method for capturing real-time socially modulated gaze
behavior in bilinguals. Our validation analyses show that gaze responses reliably align
with phonological categories in baseline trials, and our use of matched guises with
controlled audio isolates the role of social expectations from acoustic input. This adds
to a growing body of work suggesting that gaze is a powerful tool for uncovering subtle

perceptual biases (Clayards et al., 2008; Kong and Edwards, 2011, 2015).

4.6.4 LIMITATIONS AND FUTURE DIRECTIONS

We note that the observed social effects were strongest in ambiguous trials and among
Chinese listeners, suggesting that social guise is most likely to influence percep-
tion when bottom-up cues are weak and when listeners have socialized reasons to
question their default expectations. However, social effects were not uniformly dis-
tributed across all continua: certain word pairs (e.g., bark—park) yielded stronger
effects than others (e.g., guard—card), which may reflect item-level factors such as
phonetic salience, lexical frequency, or semantic concreteness. Additionally, ambigu-

ity was defined at the group level using either model-estimated probabilities or fixed
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step values (e.g., Step 6), which may overlook individual variation in where listeners
perceive category boundaries.

In Chapter 5, we will examine whether individual listener traits, such as English
language proficiency, cognitive tendencies, social orientation, or language experiences,
help predict the strength or direction of these effects. Chapter 6 will build a broader
theoretical account of how raciolinguistic ideologies and listener identity interact with
bilingual speech perception.

Finally, while our use of OpenFace and PCIbex demonstrates the feasibility of a
low-cost, scalable AEM paradigm, the process was not without technical barriers. De-
spite both platforms being open-source, no existing tools or standardized guidelines
were available for transforming OpenFace gaze output into interpretable, trial-aligned
data for speech perception research. As such, the entire analysis pipeline had to be
developed from scratch, in consultation with a computer vision specialist. The work-
flow was also machine-intensive—processing even a single well-formatted 20-minute
video session can itself take more than 20 minutes. Although the processing pre-
sented logistical challenges, it also represents a core methodological contribution of
the project: the trial-and-error required to build this system positions us to offer a
reusable framework for future researchers working with web-based eye-tracking in

sociophonetics.
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CHAPTER 5

DISENTANGLING LISTENER DIFFERENCES: TASK DEMAND,
ENGLISH ORAL PROFICIENCY, AND AUTISM SPECTRUM TRAITS IN
BILINGUAL SPEECH PROCESSING

5.1 INTRODUCTION

Speech perception in bilingual populations is marked by considerable complexity and
variability, setting bilingual listeners apart from their monolingual counterparts. Un-
like monolinguals, bilinguals must constantly navigate the phonetic, lexical, and social
demands of multiple language systems, resulting in greater flexibility, but also greater
heterogeneity, in their perceptual strategies.

Previous chapters of this dissertation have begun to disentangle how bilinguals
process voicing contrasts in English, revealing both group-level patterns and sys-
tematic differences between Russian-English and Mandarin-English bilinguals. In the
VAS task (Chapter 3), both groups exhibited significant social-cue modulation of voic-
ing perception, but the pattern of these effects diverged: Mandarin-English listeners
showed pronounced guise effects, especially in voiced zones and in response to the
Russian guise, while Russian-English listeners displayed more complex, bidirectional
shifts across acoustic continua, with the strongest modulation prompted by the Man-
darin guise. This group divergence was also evident in the AEM task (Chapter 4),

where Chinese listeners consistently shifted their perceptual boundaries in line with
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talker identity, whereas Russian listeners showed minimal and inconsistent social-cue
effects across all gaze measures.

Yet, these group-level comparisons and task differences raise important questions:
To what extent do such differences truly reflect stable characteristics of listeners’
native language groups? Are all Russian bilinguals alike, or all Chinese bilinguals
alike, in how they process speech and integrate social cues? Or do individual factors,
such as language proficiency and cognitive style, drive meaningful variability within

groups that may rival or even outweigh between-group effects?

5.1.1 MOTIVATION

Caution is warranted in drawing broad conclusions about group-level behavior, es-
pecially in bilingual populations marked by substantial heterogeneity. Attributing
perceptual patterns solely to ethnicity, L1 background, or country of origin risks rein-
forcing essentialist views and masking the rich variability present within speaker com-
munities. Indeed, contemporary research in sociolinguistics and speech science increas-
ingly highlights the importance of individual differences in language processing. Third
wave sociolinguistics, for example, emphasizes the agency of individuals—their po-
sitionality, stance, and engagement with sociolinguistic meaning—which is dynamic,
fluid, and context-dependent (Eckert, 2018). Treating individuals as agents rather
than static samples of fixed demographic categories enables a more nuanced under-
standing of linguistic behavior and prevents the reinforcement of harmful stereotypes.

On the cognitive side, prior studies have demonstrated that individual variation in
cognitive style, language experience, and proficiency can strongly influence speech per-
ception among monolingual and bilingual groups alike. Recent research has shown that
abilities such as attentional switching, working memory capacity, and inhibitory con-

trol contribute to individual differences in how listeners perceive and produce speech
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(Ou et al., 2015; Ou and Law, 2017; Lev-Ari and Peperkamp, 2013). For example,
in Cantonese tone merger, stronger attentional control and working memory predict
faster, more accurate discrimination and higher-quality perceptual representations
(Ou et al., 2015; Ou and Law, 2017). Cognitive processing style, such autism-aligning
traits, have also been linked to how listeners normalize for phonotactic variation and
respond to context-dependent phonological effects (Yu, 2010; Yu et al., 2011). Yu
(2010) found that women with low Autism Spectrum Quotient (AQ) scores normal-
ized less for phonetic coarticulation, illustrating how subtle cognitive differences can
shape perceptual strategies.

In bilingual populations, recent work has shown that general cognitive skills
also shape cross-linguistic interactions in perception and production. Lev-Ari and
Peperkamp (2013) demonstrated that bilinguals with lower inhibitory control ex-
hibited greater cross-language influence: late English-French bilinguals with poorer
inhibition produced and perceived English stops in a more French-like manner, in-
dicating greater co-activation of the non-target language. Similarly, Roberts (2012)
reviewed evidence that working memory and L2 proficiency impact real-time sen-
tence processing in L2 learners, but found these effects tend to emerge primarily
under experimental conditions requiring explicit metalinguistic attention. Under
more naturalistic processing conditions, individual variability may play a smaller
role.

While these studies collectively demonstrate that cognitive abilities can system-
atically affect speech and language processing, in the context of the present study,
it remains an open question how cognitive and experiential factors shape bilingual
listeners’ responses when they must navigate the simultaneous demands of top-down

social expectations-imposed by our guise manipulations — and bottom-up acoustic
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processing, where the same yet nuanced VOT continua are repeated under different
conditions.

To address these questions, this chapter takes an explicitly individual differences
approach. In addition to the group-level comparisons reported in earlier chapters, I
administer a battery of objective assessments to each participant, including an oral
English proficiency test (Elicited Imitation Task, EIT) and the Autism Spectrum
Quotient (AQ). These measures allow me to directly model how language proficiency
and cognitive style predict listeners’ perceptual boundaries and their flexibility in

adapting to social cues — both within and across L1 groups.

RESEARCH (QUESTIONS AND PREDICTIONS

This chapter addresses the following exploratory questions, each accompanied by

specific predictions grounded in prior literature.

1. Task Comparison. How do listeners’ perceptual boundary shifts in response
to guises compare across the AEM and VAS tasks? Are task-driven effects con-
sistent across groups?

Predictions. Social guise effects will be more robustly captured in the AEM
task than in the VAS task. Because the AEM task requires rapid, real-time
responses with minimal opportunity for conscious filtering or social desirability
bias (Fisher, 1993), listeners are expected to show stronger or more genuine
shifts in perceptual boundaries compared to the more reflective, self-monitored
responses in the VAS task. Previous research has shown that explicit rating tasks
are vulnerable to social desirability and participant self-monitoring (Niedzielski,

1999; Vaughn and Walker, 2024), whereas implicit measures such as eye-tracking
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more directly reflect spontaneous perceptual adjustments (see (Hay and Drager,

2010)).

. Role of English Proficiency. Does 12 oral proficiency (EIT) account for
group-level differences in voicing perception, or do such differences persist even
after controlling for proficiency? How does proficiency affect responses within
each task?

Predictions. Listeners with higher EIT scores are anticipated to show greater
alignment with English-like voicing boundaries, particularly under the native
(American) guise. This prediction is supported by previous work that demon-
strates that higher proficiency corresponds to more native-like categorical
boundaries at the speech level (Flege, 1995; Flege et al., 1995), and proficiency
facilitates flexible adaptation to L2 contexts. Conversely, lower proficiency may
result in reduced sensitivity to social cues and less alignment with L2 norms,
as perceptual categories may be less firmly established (Roberts, 2012; Lev-Ari
and Peperkamp, 2013).

. Cognitive Style Effects. Do socio-cognitive styles as reflected in AQ total
and subscales predict listeners’ sensitivity to social guise and their flexibility in
shifting perceptual boundaries? Are certain cognitive profiles associated with
greater or lesser adaptation to social information?

Predictions. Individuals with lower AQ scores (i.e., less autism-aligned traits)
are expected to exhibit greater shifts in response to social guise, consistent with
heightened social awareness and a greater reliance on top-down processing (Yu,
2010; Yu et al., 2011). Higher AQ scores, on the other hand, are predicted
to correspond to reduced sensitivity to social cues and increased reliance on

bottom-up acoustic information, aligning with research linking autistic traits
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to decreased perceptual flexibility and diminished influence of contextual effect

(Stewart and Ota, 2008; Yu, 2010).

Unlike earlier chapters, I frame the above possible outcomes as predictions rather
than strict hypotheses to reflect the exploratory nature of this individual-differences
approach. Rather than presupposing fixed group effects, predictions acknowledge the
continuous, multidimensional variability in our data, where listener group, task, VOT
continua, experimental conditions, and individual factors (proficiency, AQ) interact
and avoid presupposing directional outcomes. This approach mitigates the ecological
fallacy of attributing group-level patterns to all individuals (Robinson, 2009) while

allowing emergent patterns to guide interpretation.

5.1.2 IMPLICATIONS AND CHAPTER ROADMAP

By integrating both proficiency and cognitive style metrics, this chapter moves beyond
essentialist group comparisons, offering a more dynamic account of bilingual speech
perception. In the sections that follow, I first present a direct comparison of AEM
and VAS performance (Section 5.2), then examine how English proficiency (EIT)
relates to categorization patterns in each task (Section 5.3), and finally assess how
AQ and its subscales correlate with individual shifts in response to social cues during
the AEM task (Section 5.4). Our analytical strategy prioritizes data-driven discovery:
in Sections 5.3 and 5.4, I first model how proficiency and cognition shape responses

within and across listener groups before examining their interplay with social cues.
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5.2  COMPARISON OF ANTICIPATORY EYE MOVEMENT AND VISUAL ANALOGUE

SCALE PERFORMANCE

5.2.1 DATA PREPARATION AND ALIGNMENT OF AEM AND VAS TASKS

To compare the performance of listeners across the Anticipatory Eye Movement
(AEM) and Visual Analog Scale (VAS) tasks, I created a merged data frame in-

cluding only trials and conditions that were directly comparable between tasks.

VARIABLE SELECTION AND FILTERING

For the AEM task, I focused exclusively on the gaze metric first_looked_left,
which reflects the earliest and most anticipatory categorization decision available in
the eye-tracking paradigm. This measure was chosen for its conceptual similarity to
the overt categorization response provided in the VAS task.

For the VAS data, only responses from the baseline and the first social block were
included, consistent with the approach in Chapter 3. Responses to the “unfamiliar
non-native guise” (i.e., the non-matching social condition present in VAS but not
AEM) are excluded so that both tasks would only include comparable experimental

contexts.

DATA MERGING AND CREATION OF THE COMBINED DATA FRAME

The AEM and VAS datasets are merged and filtered into a single data frame to
facilitate parallel analysis. In this merged dataset, several columns were standardized

or newly created to ensure clear comparison:

e response: Identifies percentage of voiceless categorization in the VAS task and

the percentage of first off-centered look being leftward in the AEM task.
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e exp_condition: Identifies both the task type and the experimental condition
for each trial (e.g., AEM_baseline, VAS_baseline). This variable has 7 levels,
with 3 from AEM and 4 from VAS.

e stimuli_type: Indicates whether the stimulus was a lexical item (AEM) or a

syllable (VAS).

e poa_type: Categorizes place of articulation into three types: bilabial, alveolar,

and velar, harmonized across both tasks.
e task: Binary indicator for AEM vs. VAS.

e aligned_guise: A crucial derived variable that codes aligned experimental
contrasts between the two paradigms, allowing for direct comparison. For
example, in Chinese listeners, VAS-baseline is paired with AEM-baseline
(aligned_guise = "CN_combined_baseline"), while VAS-Mandarin is paired
with AEM-non-native (aligned_guise = "CN_combined_Mandarin"), and
so forth. This alignment ensures that statistical comparisons are made only

between theoretically and contextually matched conditions.

RATIONALE FOR GUISE RE-ALIGNMENT

Aligning guises is essential because the two paradigms differed in their experimen-
tal manipulations: the VAS task included some conditions that were not present in
AEM and vice versa. Creating the aligned guise variable ensured that comparisons
between tasks are restricted to those experimental conditions that are conceptually
and operationally parallel, eliminating confounds due to unpaired experimental ma-

nipulations.
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To visualize overall distributions prior to modeling, Figure 5.1 shows the distribu-
tion of voiceless categorizations across the seven experimental conditions, combining
both AEM and VAS tasks. The violin shapes reveal task-specific differences in vari-
ability, with AEM conditions generally exhibiting more polarized voiceless ratings
compared to VAS conditions. As we can see, across both listener groups and the
seven guises, the AEM task in general evoked a great range of response distributions.
Figure 5.2 complements the violin plot by breaking down responses by VOT step,
illustrating that across all steps of the continua, responses to syllables (VAS task) is

more categorical than responses to lexical items in the AEM task.
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Figure 5.1: Individual and group mean for voiceless ratings across
experimental conditions.
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Figure 5.2: Distribution of voicing responses by VOT step and
experimental condition.

5.2.2  STATISTICAL MODELING APPROACH

A subset for each listener group (Chinese and Russian) is extracted from the combined
data frame and filtered to include only trials with a valid aligned_guise value. Then,
linear mixed-effects models are fit to each subset to predict the voiceless categorization
response as a function of VOT step, task (AEM vs. VAS), and their interaction, with

random intercepts for participant and place of articulation:

lmer(response ~ aligned_guise * vot_step * task +

(1 | ID_combined) + (1 | poa_type))
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5.2.3 RESULTS
CHINESE LISTENER MODEL RESULTS

For Chinese listeners, the model revealed several statistically significant effects of
both acoustic and experimental factors on voiceless categorization. As expected, the
likelihood of categorizing a stimulus as voiceless increased strongly with each unit
increase in VOT step (p < .001, § = 14.17), reflecting reliable sensitivity to this
primary acoustic cue. Task type was also a significant predictor: participants were
overall more likely to make voiceless (leftward) categorizations during the AEM task
than during the VAS task (p < .001, § = 14.64). However, this task effect may
be partially attributable to our response metric, first_looked_left. Since prior
eye-tracking research demonstrates a general bias for people to look left (potentially
stemming from habitual scanning patterns in left-to-right readers), this could have
inflated the likelihood of voiceless categorizations in the AEM task. In this sense,
the observed effect not only reflects a known attentional bias but also lends further
validation to our study design, as it aligns with broader literature on task and gaze-
based response tendencies.

Beyond these main effects, several significant interactions were observed. There
was a robust interaction between task and guise, such that the AEM-VAS difference
in voiceless categorization was even larger in the Mandarin guise (p < .001, 8 =
24.99) and the American guise (p = .008, § = 14.23), relative to the baseline guise.
Furthermore, the difference in slope of voiceless categorization across VOT steps (i.e.,
VOT sensitivity) between AEM and VAS tasks was significantly reduced in Mandarin
(p < .001, B = —4.13) and American guises (p = .012, § = —2.37), compared

to baseline. This suggests that social information about the talker modulated not
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only the overall response level but also the degree to which VOT was used to guide

categorization across tasks.

Table 5.1: Significant task, VOT, and guise effects in Chinese listeners.

Term Estimate SE t p-value
(Intercept) -31.91 2.72 -11.73 < .001
vot_step 14.17 0.38 37.73 < .001
taskAEM 14.64 3.20 4.57 < .001
vot_step : taskAEM -1.81 0.7 -3.19 .001
taskAEM : 14.23 5.34 2.66 .008
aligned_guiseCN_combined_American

taskAEM : 2499 5.94 4.21 < .001
aligned_guiseCN_combined_Mand

vot_step : taskAEM : -2.37 094 -2.51 < .001
aligned_guiseCN_combined_American

vot_step : taskAEM : -4.13 1.06 -3.94 < .001

aligned_guiseCN_combined_Mand

The random effects structure captured both between-participant and item-level
variability. Specifically, moderate variation across participants (SD = 2.72) and place
of articulation (SD = 2.75) are observed, with the majority of residual variability re-
maining at the trial level (SD = 37.0). This pattern of results is consistent with robust
individual differences and some POA effects, but the primary variance in responses

is driven by stimulus-level and within-subject factors.

RussiaN LISTENER MODEL RESULTS

For Russian listeners, the model identified several robust effects and interactions be-
tween VOT step, task type, and experimental guise (see Table 5.2for all significant
fixed effects).

As anticipated, listeners were far more likely to categorize a stimulus as voiceless

with increasing VOT step (p < .001, § = 14.75), indicating strong cue sensitivity in
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both AEM and VAS tasks. There was also a significant main effect of task: Russian
participants showed higher overall rates of voiceless responses during the AEM task
compared to the VAS task (p < .001, § = 15.07). The main effects of experimental
guise were not statistically significant; both the American and Russian-aligned guises
did not differ significantly from baseline in overall voiceless categorization rates.
Several interactions, however, point to important task- and guise-related modu-
lation of VOT effects. The negative and significant interaction between VOT step
and task (p < .001, § = —2.89) suggests that the effect of increasing VOT on voice-
less responses was stronger in the VAS task compared to AEM, mirroring a pattern
seen for Chinese listeners. Of particular interest, the interaction between task and
the Russian-aligned guise was significant (p = .029, § = 10.42), indicating that in
the Russian guise condition, the difference between AEM and VAS tasks was espe-
cially pronounced. There was also a marginal three-way interaction between VOT
step, task, and Russian-aligned guise (p = .052, § = —1.62), suggesting subtle mod-
ulation of cue use by both task and social context, although this effect did not reach

conventional significance.

Table 5.2: Significant task, VOT, and guise effects in Russian listeners.

Term Estimate Std. Error t value p-value
(Intercept) -30.17 228  -13.22 < .001
vot_step 14.75 0.31 47.94 < .001
taskAEM 15.07 2.48 6.09 < .001
vot_step : taskAEM -2.89 0.44 -6.57 < .001
taskAEM : 10.42 4.77 2.19 .029
aligned_guiseRU_combined_Russian

vot_step : taskAEM : -1.62 0.84 -1.94 .052

aligned_guiseRU_combined_Russ

Random effects were substantial at both the participant and place-of-articulation

levels. The standard deviation for participant intercepts was 4.05, indicating mean-
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ingful between-listener variability in overall response tendencies. Variability across
place of articulation (SD = 2.14) also suggests that different POAs contributed to
response differences, while the residual error (SD = 35.0) was similar to the Chinese
model, indicating comparable within-group noise across listener groups.

Russian listeners demonstrated strong and consistent use of VOT in voicing cat-
egorization, as well as robust AEM task effects and selective interactions with guise,
especially in the Russian-aligned condition. These results further reinforce the influ-
ence of both perceptual task and social context on speech sound categorization across
bilingual listener groups.

In summary, the AEM paradigm elicited stronger shifts under different guises than
the VAS ratings did, supporting the prediction that implicit eye movement measures
are more sensitive to social cues than explicit judgments. This addresses RQ1 indi-
cating that social guise effects were indeed more robustly captured in AEM, though
task differences were nuanced by listener group and guise type. Having seen that
task format influences the strength of social effects, I next examine whether listeners’
English proficiency can account for some of the differences between individuals and

between our two language groups.

5.3 ELICITED IMITATION TASK

5.3.1 OVERVIEW, PURPOSE, AND RATIONALE

The Elicited Imitation Task (EIT) is a short-cut oral proficiency test initially devel-
oped in psycholinguistics for assessing oral language proficiency efficiently and objec-
tively. Due to its brevity, reliability, and ease of administration, it has been widely

adopted for linguistic research on second language (L2) proficiency. Advantages of the
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EIT include its controlled stimuli, objective scoring criteria, and ability to reliably
distinguish levels of language proficiency in research settings.

The EIT utilized in this study consists of 30 sentences presented in a fixed or-
der, incrementally increasing in length from seven to nineteen syllables. Participants
listened to recordings produced by a female native speaker of American English ob-
tained from the IRIS database (IRIS Database, n.d.) After hearing each sentence,
participants received approximately 2.5 seconds of silence, followed by a beep signal-
ing them to repeat the sentence aloud. Each participant had 1.5 times the original
sentence duration to complete their response before the next sentence automatically
played.

The EIT was conducted primarily in the Linguistics Lab, with some sessions oc-
curring off-campus. It was always administered during the first experimental session,
immediately following the VAS task. Participants completed the task alone, without
the researcher present, to maximize comfort and minimize effects from the observer’s
paradox (Labov, 1972). The task lasted approximately 7 minutes and 30 seconds.
Recordings were collected primarily using an H4N Zoom recorder, supplemented oc-
casionally by an iPhone app and Zoom to ensure reliable data backup; all recordings
were stored in an uncompressed WAV format.

To ensure validity of scoring, two trained undergraduate research assistants, both
native speakers of American English, independently scored each participant’s record-
ings using a 4.0 grading scale, referencing rubrics from established sources (Bowden,
2016; Wu and Ortega, 2013; Tracy-Ventura et al., 2014). Any scoring discrepancies
were subsequently resolved in collaboration with the Principal Investigator (PI).

Integrating EIT into this study allows examination of whether individual differ-
ences in L2 proficiency—independent of native language (L1) background—shape

bilingual listeners’ perceptual categorization of voicing contrasts on both the An-
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ticipatory Eye Movement (AEM) and Visual Analogue Scale (VAS) tasks. Previous
analyses indicated systematic categorization differences between Russian and Chi-
nese bilingual listeners, raising the question of whether these differences are primarily
attributable to L1 phonological systems or significantly influenced by variations in
English proficiency within our participant sample. Thus, this section explicitly tests
whether proficiency, as indexed by EIT scores, explains variance beyond what can be

attributed to listeners’ native language group membership.

5.3.2 STATISTICAL APPROACH

To determine the influence of English proficiency (EIT scores) on listeners’ perceptual
voicing categorization, linear mixed-effects models were implemented. These models
enable simultaneous examination of the effects of VOT step, EIT proficiency scores,
social guise conditions (Baseline, American, Mandarin, Russian), and listener groups
(Chinese and Russian bilinguals) on participants’ perceptual responses.

Analyses were structured in two phases. First, four separate models were run for
the Anticipatory Eye Movement (AEM) task and the Visual Analogue Scale (VAS)

task, examining each listener group independently, employing the following structure:

lmer(response ~ vot_step * EIT * guise +

(1 | ID_combined) + (1 | poa_type))

This initial exploration allowed us to evaluate how proficiency affected perceptual
categorization within each group and task independently.

Next, two cross-group analyses for each task were conducted by integrating both
listener groups within unified models. These comprehensive models included all two-,

three-, and four-way interactions involving EIT, listener group, VOT steps, and guise
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conditions, structured as follows:

lmer(response ~ vot_step * EIT * listener_group * guise +

(1 | ID_combined) + (1 | poa_type))

The cross-group modeling aimed to explicitly assess whether group differences in
perceptual categorization could be explained by differences in English proficiency, or
if they persisted even after controlling for proficiency effects.

All statistical procedures were performed using the lme4 package in R, with sig-
nificance testing conducted via Satterthwaite’s method to approximate degrees of
freedom. Results are reported below, with detailed statistics summarized in appen-

dices for transparency and reproducibility.

EIT AND REAL-TIME SPEECH PERCEPTION: PROFICIENCY EFFECTS IN THE AEM

TASK

Before examining model outcomes, it is useful to first describe the distribution of
English oral proficiency scores across the two listener groups and how proficiency
levels may relate to voiceless categorization in the AEM task. This analysis includes
40 participants in total: 18 Chinese listeners and 22 Russian listeners. Each partici-
pant’s EIT score was computed based on their performance on a 30-sentence elicited
imitation task (see Section 5.3.1).

The histograms in Figure 5.3 illustrate the distribution of EIT scores for Chinese
and Russian listeners separately. Chinese listeners show a moderately wide spread of
EIT scores, ranging from approximately 75 to 115, with no single dominant peak.
Russian listeners display a comparatively right-skewed distribution, with a larger
cluster of scores in the higher proficiency range (100 — 110), suggesting generally

stronger English proficiency across this group compared to the Chinese group.
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Figure 5.3: Distribution of EIT scores across listener groups. Top: Chinese
listeners; bottom: Russian listeners. Note: Bin width = 5 points.

To visualize how proficiency affects perceptual behavior, EIT scores were divided
into tertiles based on the full dataset distribution (N = 40). The cutoff points used

were:

e Low proficiency: EIT < 91
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e Mid proficiency: 91 < EIT < 107

e High proficiency: EIT > 107

This results in three equally sized EIT groups used for visualization. These group-
ings are plotted in Figure 5.4, which displays mean voiceless categorization across the
nine-step VOT continuum (1-9), split by guise condition and listener group.

For Chinese listeners, the baseline condition reveals the clearest pattern: higher
proficiency listeners (blue line) show elevated voiceless responses at ambiguous or
voiced-like steps (Steps 2-6), suggesting a shift towards English-like perceptual re-
liance on VOT contrast despite minimal acoustic evidence. In contrast, the American
and Mandarin guises show more overlapping trends across EIT levels.

Among Russian listeners, EIT-related differences are most visible in the baseline
and American guises. In these conditions, high-proficiency listeners again demonstrate
more categorical behavior, with sharper perceptual shifts across the VOT continuum.
The blue line rises more steeply, suggesting that greater proficiency may be associ-
ated with more decisive (leftward look) voiceless identifications. However, unlike the

Chinese group, these differences appear more gradual and less condition-dependent.
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Figure 5.4: AEM categorization by VOT step and English proficiency
(EIT). Top: Chinese listeners by guise; bottom: Russian listeners by guise.

Chinese Listeners. The linear mixed-effects analysis for Chinese listeners revealed
no significant main effect of EIT on perceptual responses in the AEM task (5 = 0.331,
p = .127). However, notable interactions between EIT proficiency scores and so-
cial guise conditions emerged, specifically with the American guise (EIT X American
guise: f = —1.132, p < .001). Moreover, the three-way interaction between VOT
step, EIT, and American guise condition was significant (vot_step x EIT X American
guise: § = 0.177, p < .001). This finding indicates that proficiency effects were partic-
ularly pronounced when Chinese listeners perceived speakers as American, highlight-

ing that proficiency played a contextually specific role (see Table 5.3 and Figure 5.4).
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Table 5.3: Significant fixed effects for Chinese listeners in EIT vs. AEM.
Random effects indicated substantial variability by participant (SD = 4.63) and a
small effect by POA (SD = 1.63), with residual variance (SD = 41.05) reflecting
within-subject trial noise.

Term Estimate SE Statistic p-value
(Intercept) -47.85  20.53 -2.33 .021
vot_step 13.76  3.13 4.40 < .001
guiseAmerican 119.49 24.07 4.96 < .001
guiseMandarin 62.76 24.07 2.61 .009
vot_step : guiseAmerican -18.62  4.27 -4.36 < .001
vot_step : guiseMandarin -9.53 4.28 -2.23 .026
EIT : guiseAmerican -1.13  0.25 -4.48 < .001
vot_step : EIT : guiseAmerican 0.18  0.05 3.94 < .001

Russian Listeners. For Russian listeners, analysis of the AEM task showed no sig-
nificant main effect of EIT (5 = —0.007, p = .957) nor significant interactions in-
volving EIT and guise conditions (all p-values > .05). These results suggest that
proficiency did not meaningfully impact Russian listeners’ perceptual categorization
patterns. Thus, voicing categorization for this group appears primarily determined
by phonetic properties and social context, independent of proficiency differences (see

Table 5.4 and Figure 5.4).

Table 5.4: Significant fixed effects for Russian listeners in EIT vs. AEM.

Term Estimate Std. Error Statistic p-value
vot_step 10.89 1.78 6.12 < .001
vot_step : guisebaseline -6.00 2.55 -2.35 .019
vot_step : EIT : guisebaseline 0.06 0.03 2.38 017

Overall, EIT performance did not exert a main effect on AEM voiceless catego-
rization in either group, appearing only in interaction with guise or VOT step. Among
Chinese listeners, EIT interacted significantly with the American guise (p < .001),

such that higher-proficiency listeners showed more voiceless responses at earlier VOT
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steps, reflecting a shift toward an English-like perceptual boundary. For Russian lis-
teners, proficiency had minimal impact; VOT step and social guise explained the ma-
jority of categorization patterns. Across all participants in the AEM task, the VOT
step remained the strongest and most consistent predictor of voiceless categorization

across all participants.

EIT AND DELIBERATIVE SPEECH CATEGORIZATION: PROFICIENCY EFFECTS IN

THE VAS TASK

I next examined whether participants’ oral English proficiency, as measured by the
Elicited Imitation Task (EIT), predicted their voiceless categorization patterns on the
Visual Analogue Scale (VAS) task. Unlike the AEM dataset, the VAS dataset contains
a larger sample (N = 80), as all participants who completed AEM also completed
VAS, but not vice versa. Of these 80 participants, 74 had usable EIT scores, including
39 Chinese listeners and 35 Russian listeners.

The histograms in Figure 5.5 display the EI'T score distributions by listener group.
Chinese listeners showed a relatively symmetric, centralized distribution (Mean =
95.39, Median = 98, Min = 57, Max = 117), while Russian listeners’ scores were
more right-skewed, with a higher median and broader representation in the upper
range (Mean = 99.48, Median = 105, Min = 60, Maxr = 120). Unlike the AEM
subset, the Russian group here includes several lower-scoring individuals, resulting in

a more even spread across the proficiency range.
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Figure 5.5: Distribution of unique EIT scores by listener group. Left:
Chinese listeners; right: Russian listeners. Note: Bin width = 5 points.

To visualize how proficiency might relate to perceptual performance, EIT scores
were divided into tertiles based on quantiles computed from this dataset. The break-

points were:
e Low proficiency: EIT < 92
e Mid proficiency: 92 < EIT < 106
e High proficiency: EIT > 106

These tertiles were used to generate Figure 5.6, which plots average voiceless cat-
egorization responses across nine VOT steps by EIT tier, listener group, and guise
condition. The figure reveals that EIT proficiency had minimal effect on categoriza-

tion behavior in the VAS task.
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Figure 5.6: VAS voicing categorization by VOT step, EIT (proficiency
tertile), guise, and group. Top row: Chinese listeners; bottom row: Russian
listeners. Left-to-right panels represent the four experimental conditions: baseline,
American, Mandarin, and Russian guise.

Unlike in the AEM data, EIT proficiency appears to exert very limited influence
on VAS categorization behavior. For both Chinese and Russian listeners, perceptual
patterns across the VOT continuum are remarkably similar across proficiency tiers.
One possible exception is observed among Russian listeners in the Russian guise con-
dition, where the mid-proficiency group shows slightly steeper categorization slopes,
though the difference is marginal. The lack of clear tier-based effects may be partly
due to loss of sensitivity when converting continuous EIT scores into tertile categories,

a limitation addressed in the modeling section that follows.

EIT vs. VAS: Chinese Listeners. The linear mixed-effects analysis for Chinese
listeners revealed no significant main effect of EIT on categorization responses in the
VAS task (8 = —0.036, p = .651), nor any significant two-way interaction between
EIT and either VOT or guise. However, EIT did emerge in one notable three-way
interaction: the interaction between VOT step, EIT, and the Russian guise condition

was significant (8 = —0.044, p = .014), indicating that higher English proficiency was
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associated with a weaker relationship between VOT and voiceless categorization in
the Russian guise. Additionally, two other interaction terms involving guiseRussian
reached significance: a main effect (f = —22.31, p = .021) and an interaction with
VOT (5 = 3.93, p = .022), suggesting some sensitivity to social context. See all fixed
effects and magnitudes in Table 5.5.

Despite these findings, the overall influence of EIT on VAS performance ap-
pears relatively limited and context-specific. Importantly, in contrast to the AEM
task—where EIT effects were clearest in the American guise—the Russian guise con-
dition was the only context in which proficiency influenced Chinese listeners’ VAS

judgments.

Table 5.5: Significant fixed effects for Chinese listeners in EIT vs. VAS.

Term Estimate Std. Error t p-value
(Intercept) -28.26 8.40 -3.36 .001
step 13.26 1.22 10.89 < .001
guiseRussian -22.31 9.68 -2.30 .021
step : guiseRussian 3.93 1.72  2.28 .022
EIT : guiseRussian 0.26 0.10 254 011
step : EIT : guiseRussian -0.044 0.018 -2.45 .014

Random effects revealed modest variability across participants (SD = 3.00) and
a more notable influence of place of articulation (SD = 6.02), while within-subject
variability remained substantial (residual SD = 24.88), consistent with the VAS task’s

trial-by-trial response noise.

EIT vs. VAS: Russian Listeners. The linear mixed-effects model for Russian
listeners revealed no significant main effect of English proficiency (EIT) on VAS cat-

egorization responses (5 = 0.035, p = .684), nor any significant interactions between
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EIT and guise or VOT step. This result suggests that, for Russian listeners, profi-
ciency did not play a meaningful role in shaping perceptual categorization judgments
on the VAS task. Instead, response patterns appear to have been primarily driven by
phonetic information and social guise, independent of individual differences in oral
English proficiency.

Only one predictor emerged as a robust and consistent driver of categorization:
VOT step (8 = 15.53, p < .001), reinforcing the reliability of the task design and the
salience of the acoustic continuum in listeners’ responses. Random effects indicated
moderate variability across participants (SD = 4.47) and by place of articulation
(SD = 6.16), with residual variance (SD = 26.03) again reflecting trial-by-trial
response variability typical of VAS tasks.

As no fixed effects involving EIT were statistically significant, no fixed effects table

is included for this group.

CROSS-GROUP ANALYSIS: DOES ENGLISH PROFICIENCY OVERRIDE L1 EFFECTS?

Previous sections demonstrated that English oral proficiency as measured by EIT
sometimes modulates voicing perception within listener groups, but it remains un-
clear whether EIT accounts for categorization differences between Chinese and Rus-
sian bilinguals. To address this question, this section models EIT effects across both
groups together, with parallel models run for the VAS and AEM tasks. This approach
determines whether English proficiency drives shared patterns of categorization or if
group differences persist even after accounting for EIT. In doing so, the analysis
directly addresses the core question: are bilinguals’ perceptual boundaries more in-

fluenced by L1 phonology or by English proficiency in varied task contexts?
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AEM: Significant Effects and Group Differences. The cross-group model re-
vealed strong effects of both listener group and social guise on voiceless categorization.
Across both groups, the presence of a social guise significantly increased voiceless re-
sponses relative to the baseline: voiceless categorization rose by 119.7 points in the
American guise (p < .001) and by 62.9 points in the non-native guise (p = .008).
Russian listeners showed significantly higher voiceless categorization responses than
Chinese listeners (5 = 61.8, p = .015), aligning with their L1’s shorter positive VOT
boundary and consistent with expectations.

Notably, English oral proficiency (EIT) did not exhibit a significant main effect
on categorization (5 = 0.34, p = .139), suggesting that English oral proficiency alone
does not drive global shifts in categorization patterns. However, EIT did interact
meaningfully with the selective listener group and social guise conditions.

Among Russian listeners, higher EIT was associated with lower voiceless cate-
gorization in the American (f = —1.14, p < .001) and matching non-native guise
(Russian) conditions (8 = —0.50, p = .045), suggesting that greater English pro-
ficiency may encourage stronger reliance on fine-grained phonetic cues or reduced
reliance on social expectations in ambiguous cases. For Chinese listeners, EIT did
not significantly predict voicing categorization in any guise condition, indicating that
English proficiency exerted a weaker or nonsystematic influence on their perceptual
boundaries. Additionally, a significant EIT X group interaction (8 = —0.62, p = .019)
confirmed that the effect of proficiency was not uniform across groups.

Higher-order interactions further reveal this nuance: three-way interactions involv-
ing EIT, VOT step, and guise were significant for both listener groups (e.g., VOT X
EIT X American guise: § = 0.18, p < .001). This result indicates that proficiency ef-
fects were most pronounced in how listeners resolved ambiguous VOT cues in socially

charged conditions. Notably, this interaction was strongest among Russian listeners
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(EIT x guise x group: all p < .001), supporting the idea that English proficiency
modulated their reliance on VOT under socially informative conditions.

In sum, these results suggest that listeners’ L1 background continues to exert a
strong and independent effect on categorization, even after accounting for English
proficiency. However, EIT plays a meaningful role when social information about the
talker is available, particularly among Russian listeners. Figure 5.7 illustrates this
pattern: in both the American and non-native L1 guise conditions, higher-proficiency
Russian listeners (blue line) display more categorical voicing boundaries, suggesting
greater certainty or perceptual resolution. In contrast, proficiency-related shifts were

more muted among Chinese listeners.

AEM: Categorization by VOT, EIT (Proficiency), Guise, and Group
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Figure 5.7: Mean voiceless categorization on AEM task by VOT, EIT,
guise, and listener group.

Random effects analyses reveal only modest variability across listeners (SD =

5.75) and minimal influence of place of articulation (SD = 0.32), justifying their
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inclusion as random intercepts to account for any residual, subject-specific or articu-

latory variability.

VAS: Significant Effects and Group Differences. In the combined model for
the VAS task, English oral proficiency (EIT) did not emerge as a significant overall
predictor of voiceless categorization (5 = —0.036, p = .67), and no significant group
difference was observed between Chinese and Russian listeners (8 = —5.63, p = .63).
This effect contrasts with the AEM task, where listener group and EIT interacted
more robustly, suggesting that VAS ratings are less sensitive to either L1 background
or proficiency effects.

Instead, significant variation in VAS ratings stemmed from responses to the Rus-
sian guise, which elicited lower voiceless categorization overall (5 = —22.31, p = .024),
particularly in interaction with VOT step (5 = 3.93, p = .026). A significant three-
way interaction between EIT, VOT step, and Russian guise (f = —0.044, p = .016)
further indicates that proficiency-related effects emerge only when specific social cues
are present. In this case, listeners with higher EIT scores showed slightly less voiceless
categorization in the Russian guise as VOT increased, suggesting that Russian guise
was most salient for both listener groups and increased perceptual caution. Full model
results are presented in Table H.1 in Appendix H.

Random effects estimates show that individual differences among listeners remain
moderate (SD = 3.77), while place of articulation continues to have a small influence
(SD = 6.04). These results suggest that, in this combined model, differences in voice-
less categorization are shaped less by English proficiency or L1 group membership
alone, and more by the specific interaction of social guise and the phonetic properties

of the stimulus.
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5.3.3 RESuULTS

Across all six analyses, results showed that L1 background exerted the most con-
sistent influence, while proficiency only affected behavioral responses under specific
conditions.

In the AEM task, which captures rapid eye movements in response to auditory
stimuli, English oral proficiency influenced responses primarily through interactions
with social guise. For Chinese listeners, higher proficiency was linked to more English-
like voiceless categorization when the speaker was framed as American. For Russian
listeners, proficiency correlated with more categorical responses, especially when so-
cial cues were present. These effects suggest that when listeners engage with speech in
a more automatic, time-sensitive way, higher proficiency may help resolve ambiguity
more decisively, and towards the directions driven by social expectations. Further,
Russian listeners consistently showed more voiceless responses than Chinese listen-
ers, reflecting their L1’s phonological structure and suggesting that native language
remains a key influence.

In contrast, the VAS task involved explicit judgments using a rating scale. Here,
proficiency had very limited influence, surfacing only once in a higher-order three-
way interaction with both social guise and acoustic cue. Group differences by L1
were also weaker. The more deliberate nature of the VAS task may reduce the weight
of subtle proficiency-related processing differences, making responses more uniform
across listeners.

Across both tasks, voicing decisions were most consistently predicted by the acous-
tic VOT cue itself. Yet when social information was introduced, and especially when
perception was tracked in real time, English proficiency began to play a role. These

findings point to a layered system, where L1 phonological structure shapes core per-
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ceptual boundaries, while oral proficiency selectively modulates these boundaries un-
der conditions of increased social or cognitive demand. In short, bilingual listeners do
not simply become more “native-like” as their English improves. Instead, their percep-
tual systems remain fundamentally shaped by their first language, with proficiency
effects emerging only under certain social or cognitive conditions. This suggests that
some differences that were initially attributed to “being Chinese vs. Russian” in ear-
lier chapters can actually be explained by how proficient each listener is in English,
a factor which varies within groups. In other words, proficiency cuts across the L1
groups to influence socially modulated speech perception.

The remaining variability even after accounting for proficiency motivates our final
set of analyses: can cognitive style assessed via Autism Spectrum Quotient further

explain who is most vs. least adaptable to social cues?

5.4 SOCIOCOGNITIVE STYLES AS REFLECTED IN AUTISM QUOTIENT SPECTRUM

Recent research highlights the importance of accounting for individual differences
in language processing, particularly in tasks involving ambiguity, perceptual flexibil-
ity, and social cue integration. The Autism Spectrum Quotient (AQ) developed by
Baron-Cohen et al. (2001) is a widely-used self-report measure for adults that quan-
tifies autistic-like traits in neurotypical populations (Baron-Cohen et al., 2001; Baker
et al., 2025). The AQ comprises five subdomains: Social Skills, Attention Switch-
ing, Attention to Detail, Communication, and Imagination. Previous work has linked
variation in these traits to differences in both perceptual and social processing styles
(Stewart and Ota, 2008; Yu, 2010; Yu et al., 2011).

Given this dissertation’s focus on how bilingual listeners perceive ambiguous

speech in the presence of social cues, I hypothesize that AQ, both as an overall score
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and at the subscale level, may help explain variability in listeners’ responses, above
and beyond L1 background or experimental condition. For example, individuals with
higher scores on certain AQ) traits might be less susceptible to changes across experi-
mental conditions at the same VOT step, possibly due to a greater tendency to focus

on acoustic details rather than social context.

5.4.1 ADMINISTRATION AND DATA HANDLING

The AQ questionnaire was administered via the online platform NovoPsych (NovoPsych,
2025) to all participants following the AEM experiment. Participants completed the
test in the Linguistics Lab using a computer and were provided with official trans-
lations in their native languages—Taiwanese Chinese version (Gau, 2024); Russian
version (Shabalin, 2024)—as published by the Autism Research Centre. The assess-
ment consists of 50 items and typically requires five to ten minutes to complete. Upon
completion, the platform automatically generated a report for each participant, sum-
marizing the raw score, percentile (relative to autistic and neurotypical populations),
and a categorical descriptor (not consistent, consistent, or pronounced) indicating
the degree of alignment with autistic traits.

Importantly, the test algorithm adjusts for gender and age norms when converting
raw scores into percentile rankings and categorical descriptors. As a result, the same
raw score near a classification threshold may be interpreted differently depending on
the test-taker’s gender or age group. For example, a raw score at the border between
categories may be classified as “consistent with the autistic population” for a female
participant, but as “not consistent” for a male participant, reflecting known differences
in AQ score distributions across demographic groups.

A total of 42 listeners completed the AEM task and were invited to complete the

AQ. After exclusion of cases with incomplete AQ data, the final sample comprised
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35 participants (17 Chinese and 18 Russian listeners). Data exclusions were primarily

due to link expiration or incomplete test submission.

5.4.2 ANALYTICAL APPROACH
GROUP DIFFERENCES IN OVERALL AQ SCORE DISTRIBUTION

To explore potential group-level differences in cognitive style, I first visualized the
distribution of overall AQ percentiles and categorical classifications for each listener
group (see Figure 5.8). Among Chinese listeners, one participant was classified as
“pronounced” autistic and three as “consistent” with autistic norms, while the rest (V)
were ‘not consistent.” Russian listeners were even less aligned with autistic norms:

7

only one was “consistent,” and the rest (N = 16) were “not consistent,” clustering
primarily at the lowest end of the AQ percentile scale (most scoring below the 25th
percentile).

These distributions are meaningful for current predictions: if AQ captures sta-
ble individual differences in social and phonetic processing, the greater alignment of
Chinese listeners with autistic norms may predict less pronounced or flexible shifts
in perceptual boundary in response to social cues, while the lower AQ scores among
Russian listeners may be associated with greater perceptual flexibility across guises.
This hypothesis is evaluated in the following analyses, which test whether group-
level differences in AQ distribution translate into differences in how listeners adapt

to talker guise across the AEM task. A full breakdown of AQ percentiles by subscale

and listener group is provided in Figure J.1 in Appendix J.
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Figure 5.8: Distribution of overall Autism Quotient (AQ) percentiles and
categorical levels by listener group.

EFFECTS OF AQ SUBSCALE ON INDIVIDUAL SHIFTS

To identify which aspects of autistic-like traits are most predictive of perceptual
boundary shifts, I adopted a systematic model comparison approach. Each analysis

used a mixed-effects regression model with the following structure:
response ~ aq_metric * guise + vot_step + (1 | ID) + (1 | poa)

Here, response is participants’ voiceless categorization along a VOT continuum, and
ag_metric refers to the overall AQ score or any subscale (Social Skill, Attention
Switching, Attention to Detail, Communication, Imagination). The model included
all AQ metrics and their interactions with guise (baseline, native, non-native),
with vot_step as a main effect and participant ID and POA place of articulation

as random intercepts. This approach allows me to directly test whether AQ traits

169



predict listeners’ sensitivity to social guise above and beyond language background
or other factors.

All six AQ metrics were initially entered as predictors. At each stage, I removed
the least predictive metric (i.e., defined by the highest p-value) and refitted the model.
This stepwise process continued until only AQ metrics with significant main effects
or interactions remained. At every step, model fit was evaluated using AIC/BIC and
residual variance, ensuring that the final model was as simple as possible while still
providing explanatory power. This model selection strategy allowed me to identify
the cognitive dimensions most relevant for predicting whether, and how, listeners
shift their category boundaries in response to social cues.

The best-fitting model, as indicated by the lowest AIC/BIC, included Communi-
cation, Attention Switching, Imagination, and overall AQ (with Attention to Detail

and Social Skill dropped):

response ~ aq_all * guise + aq_attention_switching * guise +
ag_communication * guise + imagination * guise +

vot_step + (1 | ID) + (1 | poa)

The best-fitting model revealed that only the interaction between Communication
and the non-native guise condition reached significance (p = 0.0485, § = —0.100).
This negative estimate indicates that, as autistic-like communication traits increase,
listeners are less likely to increase their proportion of voiceless categorizations when
presented with a non-native talker. In other words, individuals with more pronounced
communication-related autistic traits were less likely to shift their perceptual bound-
ary toward voicelessness in the presence of a socially cued talker, particularly when

that talker matched their own linguistic background.
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As shown in Figure 5.9, in the baseline condition, the higher the alignment in com-
munication with autistic populations is associated with a slightly enhanced percent-
age of voiceless categorization. In contrast, in the presence of a social guise, especially
a non-native condition, this pattern was reversed, where increased communication
corresponded with weakened voiceless categorization in the AEM task. Within the

experimental conditions, the effect is especially pronounced for non-native guise.

p = 0.049
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Figure 5.9: Effects of individual communication traits on voiceless
perception across talker conditions.

CORRELATION BETWEEN INDIVIDUALS’ AQ METRICS AND SHIFT FROM BASELINE

To complement the earlier mixed-effects modeling, I visualized and tested the rela-
tionship between individual AQ) metrics and the degree to which each participant
shifted their perceptual boundary in response to talker guise. This analysis serves
two purposes. First, it allows for inspection of effects at the individual level, moving

beyond aggregate trends to see how AQ traits might modulate perception differently

171



across listeners. Second, by modeling “shift from baseline” separately within voiced
(steps 1-5) and voiceless zones (steps 6-9), I account for the fact that social guises
could plausibly affect listeners in opposite directions depending on their L1 phono-
logical boundary (i.e., short-lag for Russian, long-lag for Mandarin). This distinction
is crucial, as any genuine effect of social guise would be expected to push listeners’
categorization in different directions across zones, rather than uniformly across the
VOT continuum.

For each participant, the mean shift is calculated from baseline in both native and
non-native guises, separately for the voiced and voiceless zones. Figure 5.10 illustrates
the relationship between overall AQ percentile and this shift from baseline, with
trends and confidence bands plotted by talker guise, voicing zone, and listener group.
Each panel displays both group-level patterns (via fitted lines) and the full spread of
individual responses (scatterplot).

Substantial variability exists across participants, but group differences are clear-
est in the voiceless zone. As AQ percentile increases, Mandarin listeners tend to show
reduced voiceless categorization in both guises, consistent with their L1 Mandarin
phonological boundary. Russian listeners, by contrast, exhibit increased voiceless cat-
egorization with higher AQ scores, also reflecting their native Russian cue boundary.
These trends are present regardless of whether the guise matches the listener’s native
language.

While there is no strong linear association across all participants, these group-level
patterns suggest that higher AQ may anchor perception more closely to L1 norms,
while lower AQ listeners show greater flexibility, potentially shifting toward L2-like
responses when exposed to social cues.

In the voiced zone, there is also considerable individual variability, but the two

listener groups show much greater overlap in both the magnitude and direction of
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shift from baseline. Here, shifts tend to cluster around zero or show small downward
trends. It is important to note that the gaze-based metric (first_looked_left) used
here reflects only whether the first off-centered look was leftward (voiceless catego-
rization), so a downward shift in this panel indicates a reduced percentage of voiceless
categorization, but does not necessarily mean participants confidently categorized the
stimulus as voiced. Some listeners may simply have kept their gaze centered, resulting

in fewer ‘“voiceless” looks without a clear voiced identification.
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Figure 5.10: Relationship between AQ percentile and shift from baseline
by condition, zone, and listener group (AEM task).

Expanding on the previous analysis, Figure 5.11 presents the same plots for each
AQ subscale, by condition and voicing zone. These visualizations confirm the pat-
terns seen for overall AQ: if a particular trait had a strong, systematic influence on

perceptual shift, one would expect to see clear sloping trends across the panels. In
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practice, the directionality observed for AQ_all is largely replicated in the subscale
plots. Some subscales, such as Attention to Detail and Social Skill, show nearly flat,
overlapping lines for both groups, indicating little or no effect. In contrast, Imagi-
nation and Communication subscales show more pronounced group-level differences,
echoing the patterns observed for overall AQ, with greater separation between Russian

and Chinese listeners as AQ) increases.
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Figure 5.11: AQ subscale effects on VOT shift by experimental condition
and voicing zone.

To formally assess these patterns, Pearson’s correlation analyses were conducted

between each AQ) metric and the magnitude of shift from baseline in the voiceless
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zone, where group and guise effects were most pronounced. Correlations were run
separately for native and non-native guises and for each listener group, resulting
in 24 tests (6 AQ metrics x 2 guises X 2 groups). The analysis is limited to the
voiceless zone because, as discussed above, the binary leftward gaze metric more
reliably captures voiceless categorization, whereas decreased voiceless responses in the
voiced zone do not necessarily entail confident voiced categorization. None of these
correlations were statistically significant, indicating that AQ traits do not consistently
predict individual shifts in categorization in this context. Results are interpreted in

the section below.

5.4.3 RESULTS

Exploration of AQ’s influence on responses in the AEM task revealed that individ-
ual differences on the Communication subscale play a selective but meaningful role
in modulating bilingual listeners’ use of social cues in speech perception. This rela-
tionship emerged as the only significant effect among the five AQ subscales, linking
listener’s communication-related tendencies to their categorization of voicelessness as
captured by the binary leftward gaze metric in the AEM paradigm.

Follow-up mixed-effects modeling confirmed this pattern: Communication was the
only AQ subscales to show a significant interaction with talker guise, specifically in the
non-native condition. The negative estimate for this interaction indicates that listen-
ers with higher autism-aligned communication traits are less likely to increase voice-
less categorization when exposed to a non-native guise. This suggests that stronger
autism-aligned communication tendencies may buffer or dampen the influence of so-
cial context on speech perception, potentially reflecting lower sensitivity to the social

markedness of non-native speakers.
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Visualization of individual-level shifts clarified these trends. When overall AQ
scores were low, both Russian and Mandarin listeners tended to show their L2 English-
like shifts in perceptual boundary or no shift at all, regardless of guise. As AQ scores
increased, both groups exhibited patterns more aligned with their L1-specific bound-
aries: Chinese listeners reduced voiceless categorization, while Russian listeners in-
creased it, regardless of whether the social guise matched their native background.
This convergence toward L1-like perception among high-AQ individuals suggests that
autistic-like communication traits may anchor listeners more firmly to native phono-
logical norms, overriding flexible, L.2-like adaptation to social cues.

Importantly, the substantial variability observed in individual perceptual shifts is
not simply random noise. Rather, the consistency of these trends by AQ and listener
group, particularly in the voiceless zone, suggests that this variability is systematic
rather than random. The patterns observed are not simply noise; instead, they reflect
meaningful, individual-level differences in how cognitive style and L1 background
jointly influence listeners’ sensitivity to social cues in speech perception.

Finally, Pearson’s correlation analyses across all AQ metrics, conditions, and
groups in the voiceless zone (24 tests in total) found no statistically significant asso-
ciations between AQ and perceptual shift magnitude. While some trends approached
significance, none were robust or consistent. These results highlight the complexity of
individual variability in social cue integration, indicating that while Communication
plays a group-level role, there is not yet a statistically significant, direct correlation
between AQ traits and perceptual flexibility in this context. These cognitive style ef-
fects that are captured, while subtle, highlight that even within listeners of the same
L1 background and proficiency, personal cognitive traits can modulate speech percep-
tion. This observation adds a new dimension to our understanding of the perceptual

flexibility observed in Chapters 3 and 4.
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5.5 DISCUSSION

This chapter adopted an explicitly individual-differences approach to examine how
L2 oral proficiency (EIT) and cognitive style (AQ) modulate socially guided voic-
ing perception in Russian-English and Mandarin-English bilinguals. Moving beyond
essentialist group comparisons, I modeled how these factors shape perceptual bound-
ary placement and flexibility across two tasks (implicit AEM vs. explicit VAS). Our
analyses reveal that while L1 background exerts a persistent influence, individual
variability in proficiency and cognitive traits systematically conditions listeners’ sen-

sitivity to social and acoustic cues.

5.5.1 SUMMARY OF KEY FINDINGS AND ALIGNMENT WITH PREDICTIONS

This section reports key summaries on key findings and their alignments with the

predictions.

RQ1: Task EFrecTs (AEM > VAS)

As predicted, social guise effects were more robust in the AEM task than in the VAS
task. Across both listener groups, gaze-based AEM responses revealed more gradi-
ent and dynamic shifts in perceptual boundaries, whereas VAS ratings tended to be
more categorical and self-consistent. This pattern was especially pronounced for Chi-
nese listeners, who showed stronger and more consistent modulation in gaze behavior
under social guise, supporting the view that implicit measures like eye-tracking bet-
ter capture genuine perceptual adjustments by minimizing self-monitoring and social
desirability biases (Fisher, 1993; Hay and Drager, 2010). For Russian listeners, the

AEM task revealed complex, bidirectional shifts, sometimes amplifying or dampening
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social-cue effects depending on the guise and acoustic context, indicating that social

cue integration is not uniform, but depends on both task and listener group.

RQ2: PrROFICIENCY (EIT) As CONTEXTUAL MODERATOR

Higher EIT scores predicted more English-like voicing boundaries in the AEM task,
but only under certain social contexts. Among Chinese listeners, greater proficiency
facilitated more native-like categorization, especially when the talker was framed as
American. For Russian listeners, proficiency was associated with sharper, more cat-
egorical responses in the presence of social cues. These results partially support the
prediction that proficiency promotes L2-aligned perception (Flege, 1995), but also
reveal that this effect emerges primarily when social cues activate L2 schema. In con-
trast, EIT scores had minimal impact on VAS responses, likely because the explicit,
reflective nature of the rating task allowed listeners time to filter their judgments,
and the use of syllabic stimuli encouraged more categorical rather than gradient deci-
sions. Notably, Russian listeners showed more voiceless responses overall than Chinese
listeners, reflecting persistent influence of L1 phonology even when proficiency and

social context are accounted for.

RQ3: COGNITIVE STYLE (AQ) ANCHORS L1 INFLUENCE

In partial support with with earlier prediction, one autistic-like trait Communi-
cation modulated social cue sensitivity at the group level: higher Communication
scores (more “autistic’™-aligning) predicted reduced shifts toward voiceless categoriza-
tion in response to both social guises, but particularly the non-native guises, reflect-
ing a greater reliance on bottom-up processing, or default to L1-aligning processing
style (Yu, 2010). Notably, listeners with higher AQ scores tended to converge on

L1-specific boundaries—Russians increasing voiceless responses, Chinese decreasing

178



them—suggesting that cognitive style reinforces native phonological anchoring when
social demands are high. However, when individual-level Pearson correlations were
examined across all AQ subscales, experimental conditions, and listener groups, no
significant associations emerged, highlighting that while AQ-Communication shapes
group-level trends, individual relationships with perceptual flexibility are complex

and not consistently robust. Other AQ subscales did not emerge to be significant.

5.5.2 HIGH-LEVEL TAKEAWAYS: WHAT INDIVIDUAL ASSESSMENTS REVEAL

Across tasks and analyses, oral English proficiency, as measured by the EIT, emerged
as the strongest perceptual moderator, facilitating L2-like re-tuning primarily when
social cues, such as the American guise, heightened the salience of English. This effect
was evident only in the AEM task, highlighting that proficiency’s influence is tied to
rapid, automatic processing rather than explicit reflection. In contrast, proficiency
had minimal impact on VAS responses, likely because the explicit, categorical nature
of the rating task encourages reliance on established phonological categories rather
than dynamic adjustment.

Cognitive style, measured by the Autism Spectrum Quotient, played a more selec-
tive role. While global AQ scores showed limited predictive power, the Communica-
tion subscale was significant in tempering social cue integration: listeners with higher
Communication scores demonstrated reduced flexibility in voicing categorization un-
der non-native guises, reflecting a greater anchoring to bottom-up acoustic cues. This
subscale, which often translates into individuals’ pragmatic awareness, proved more
explanatory than overall AQ for individual variability in social adaptation. However,
neither proficiency nor cognitive style fully attenuated the influence of L.1 background.

Russian listeners consistently exhibited higher rates of voiceless responses, in line with
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their native short-lag VOT boundaries, whereas Chinese listeners’ social-cue sensitiv-
ity was modulated by both proficiency and AQ subscales.

These individual differences help explain why group-level patterns diverged across
experiments. For Russian listeners, proficiency-mediated flexibility was evident: those
with higher EIT scores showed steeper, more categorical boundaries when social cues
activated L1 /L2 conflict. For Chinese listeners, high proficiency enabled more English-
like boundaries under American guise, while lower AQ) scores predicted greater social
cue integration, though overall AQ distributions were comparable between groups.
Notably, at high oral English proficiency levels, both groups converged in exhibit-
ing more decisive, cue-based categorization when social cues were present. This con-
vergence suggests that, despite persistent differences in native boundary placement,
proficiency enables both Russian and Chinese listeners to adopt similar processing

strategies for rapid resolution when confronted with social information.

5.5.3 METHODOLOGICAL REFLECTIONS AND FUTURE DIRECTIONS

While the analyses in this chapter robustly addressed the core research questions, two
methodological limitations merit discussion.

First, our analysis of EIT in this study (by including EIT as an interaction term
with task, guise, and VOT step) only indirectly addressed how proficiency relates to
context-driven perceptual shifts. A more illuminating approach would be to calculate
each listener’s shift in category boundary from the baseline to each guise condition,
and then directly correlate those continuous shift scores with proficiency measures like
EIT or oral proficiency. This method would capture the gradient, individual nature of
bilingual perceptual flexibility far better than group-level comparisons. For example,
it could reveal whether higher-proficiency listeners show larger or smaller shifts in

their phonetic boundaries across social contexts — insights that might be missed with
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the broader modeling approach. Additionally, simplifying the statistical model could
improve interpretability: VOT step’s influence is largely systematic, so it could be
treated as a main effect rather than entangled in high-order interactions. Focusing on
the key factors (listener group, guise, and task) or using a stepwise model selection
to remove non-predictive terms would likely yield a more parsimonious model.

Second, AQ effects were analyzed only within the AEM task, aligning with the
theoretical focus on implicit, real-time social cue integration. However, extending AQ
analyses to the VAS task could shed light on how cognitive style influences more
reflective, self-monitored responses. Unlike AEM, VAS allows time for participants to
consciously evaluate and potentially reinterpret ambiguous speech signals in light of
social information. This may be especially revealing for understanding how individuals
with varying AQ profiles integrate social cues when they are fully aware of them. For
instance, listeners with low AQ scores, often associated with heightened social sensi-
tivity, might display stronger alignment with socially congruent interpretations, even
when the acoustic evidence is ambiguous. In contrast, those with higher AQ scores
may either ignore the guise manipulation or resist adjusting their responses, showing
reduced flexibility. Thus, AQ-VAS analyses could uncover strategic, awareness-driven
components of social modulation in speech perception that remain latent in more
automatic tasks like AEM.

In sum, these findings contribute to a growing body of work recognizing bilingual
listeners as dynamic agents rather than static exemplars of group identity. Rather
than erasing L1 influence, proficiency and cognitive style dynamically reconfigure
how social and acoustic cues are weighted in real time. Russian and Chinese listeners
diverge in where they place their boundaries, yet proficiency enables both groups to
make more decisive, cue-based decisions, and cognitive traits regulate the degree of

social-cue integration. The exploratory analyses presented here reveal bilingual per-
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ception as a multidimensional, context-dependent process—marking a paradigm shift
from group-centric to agent-centered models of language (Eckert, 2018). Chapter 6
will synthesize these insights into a unified framework for socially embedded bilingual

speech processing.

182



CHAPTER 6

CONCLUSION

This dissertation set out to investigate how Mandarin-English and Russian-English
bilingual listeners integrate social expectations with acoustic cues during speech per-
ception. Building on the foundation established in Chapters 1 and 2, I examined

three overarching research questions:

1. Do bilingual listeners shift their voicing category boundaries when social infor-

mation about a talker (e.qg., their presumed L1 background) is manipulated?

2. Are such shifts observable both in explicit categorization tasks (Chapter 3) and

in implicit, real-time processing measures (Chapter 4)?

3. How do individual listener characteristics—such as English oral proficiency and

cognitive-social traits—modulate these effects (Chapter 5)%

These questions were grounded in evidence that bilingual speech perception is in-
herently dynamic and context-sensitive. Prior research has shown that bilinguals can
flexibly adjust their perceptual boundaries based on the linguistic environment, but
less was known about how subtle social cues, such as a talker’s perceived ethnicity
or language background, shape this adaptation. Additionally, while many sociopho-
netic studies focus on group-level trends, I sought to explore individual variation in

perceptual strategies, asking whether certain listener traits predict susceptibility to
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social-contextual modulation. The subsequent sections summarize the methodologi-
cal approaches and key findings of each chapter, evaluate how these findings align
with our predictions, discuss the study’s limitations, and outline directions for future

research.

6.1 SUMMARY OF METHODOLOGICAL APPROACHES AND FINDINGS

To address these questions, I implemented three empirical studies described in Chap-
ters 3-5. Each experiment was designed to examine a different facet of bilingual
sociophonetic perception. Each experiment probed a different level of speech percep-
tion: explicit categorization, implicit real-time processing, and individual variation.

Below, I synthesize the methodology and main findings of each.

6.1.1 VISUAL ANALOG SCALE (VAS) TAsk (CHAPTER 3)

The first experiment employed a matched-guise VAS task to measure explicit pho-
netic categorization. Participants listened to a nine-step VOT continuum spanning
the boundary between voiced and voiceless stops (e.g., /ba/-/pa/, /da/-/ta/, /ga/-
/ka/). The same set of acoustic stimuli was presented across four listening blocks: a
baseline (with no social information) and three social guise conditions in which the
talker was described as American, Russian, or Chinese. Before each block, participants
viewed short videos and written descriptions introducing the supposed talker iden-
tity. After each stimulus, participants rated its category membership on a continuous
slider, producing a gradient measure of perception sensitive to subtle boundary shifts.
This design tested whether participants’ phonetic boundaries would shift toward the

expected VOT norms of the talker’s portrayed L1.
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The results revealed clear socially modulated boundary shifts. Under the Russian
guise (short-lag voicing norms), participants categorized ambiguous tokens as voice-
less at shorter VOTs, whereas under the Chinese guise (long-lag norms), they tended
to categorize the same stimuli as voiced. The baseline boundary fell between these
two extremes. These shifts were statistically significant, demonstrating that social
expectations alone, without any acoustic change, can recalibrate phonetic categoriza-
tion. The VAS results thus strongly supported the hypothesis that bilingual listeners

dynamically adjust their perceptual boundaries based on talker identity.

6.1.2 ANTICIPATORY EYE MOVEMENT (AEM) TASK (CHAPTER 4)

The second experiment (Chapter 4) extended the investigation from explicit judg-
ments to implicit, real-time processing, using a webcam-based Anticipatory Eye Move-
ment (AEM) paradigm. Participants were trained to associate voiceless-initial words
with a left visual target and voiced-initial words with a right target, and their ear-
liest gaze shifts during ambiguous VOT trials provided a window into pre-conscious
categorization decisions. As in Chapter 3, social guises were introduced through short
video primes describing the talker’s background, allowing us to test whether visual
social cues could influence the earliest stages of auditory processing.

This study was methodologically successful in validating a low-cost, scalable eye-
tracking approach for sociophonetic research. Even after filtering out sessions with
low video quality, 87 of 93 usable sessions (93.55%) met the accuracy threshold for
baseline categorization, confirming that the AEM task captured reliable, category-
aligned gaze behavior.

Beyond validating the paradigm, the AEM data uncovered meaningful between-
group differences: Chinese listeners exhibited significant and consistent talker-induced

perceptual shifts that aligned with the talker’s presumed L1, whereas Russian listeners
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showed little to no social modulation. This striking contrast (not captured in VAS!)
prompted deeper reflection on differences between the groups in raciolinguistic ideolo-
gies, language security, and cultural communication styles. It also provided a natural
motivation to investigate individual differences in Chapter 5, where incorporating
English proficiency (EIT) scores revealed clear guise x proficiency interactions,
and autistic traits in Communication produced patterned effects on voiceless cate-
gorization—all of which demonstrate AEM’s sensitivity to individual-level variation
and implicit biases.

Chapter 4 also presents a methodological innovation, as we developed a completely
new data-processing pipeline—transforming OpenFace gaze outputs into trial-aligned
measures and reliable screen locations—for which no existing tools or guidelines pre-
viously existed. This pipeline now serves as a blueprint for future sociophonetic and

bilingual perception research using webcam-based AEM.

6.1.3 INDIVIDUAL DIFFERENCES ANALYSIS (CHAPTER 5)

The final component investigated how listener-specific traits moderated the effects ob-
served in the previous experiments. Participants’ English oral proficiency was assessed
via an Elicited Imitation Task (EIT), providing an objective index of productive L2
ability. Additionally, participants completed the Autism Spectrum Quotient (AQ)
questionnaire, which measured five subscales—Social Skills, Attention Switching, At-
tention to Detail, Communication, and Imagination—capturing individual differences
in social cognition and attentional style. Statistical models tested whether proficiency
or AQ scores predicted the magnitude of perceptual shifts on the VAS and AEM tasks.
By combining explicit ratings, implicit gaze measures, and individual-difference met-
rics, the research design provided a multi-dimensional view of how bilinguals integrate

social and acoustic information.
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The analysis revealed that higher English proficiency was associated with more
stable categorization, often resulting in smaller guise-induced shifts on the VAS task.
Between the two tasks, English proficiency attenuated the guise effect more in the
gradient AEM task than the VAS task. AQ scores also played a role in the “Commu-
nication” subscale at the group level, where higher AQ individuals displayed a shift
to L2 English norms in the presence of any social guise, while low-A(Q individuals

aligned with their L1 norms under socially primed conditions.

6.2 IMPLICATIONS FOR A SOCIOPHONETIC ACCOUNT OF BILINGUAL PERCEP-

TION PROCESSING

The findings support a context-sensitive model of speech perception, where top-down
social expectations interact with bottom-up acoustic cues. Explicit shifts observed in
Chapter 3 align with exemplar-based and adaptive models, suggesting that bilingual
listeners flexibly re-weight acoustic dimensions based on perceived talker identity.
The results also refine theories of bilingual perception by highlighting the role of
“social mode switching”™—listeners may toggle between L1- and L2-tuned boundaries
depending on social context.

Moreover, Chapter 5 highlights that perception cannot be fully understood with-
out individual difference parameters, such as language experience and social sensi-
tivity. This point suggests that models like the Speech Learning Model (Flege et al.,
1995) or the Perceptual Assimilation Model (Best, 1994) could be extended by incor-

porating social weighting factors that vary across individuals.
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6.3 LIMITATIONS

Despite these findings, several limitations should be acknowledged. These limitations
arise from certain experimental design choices, practical constraints, and the scope of

the research.

e Single-Voice Guise Manipulation. Using one voice across all guises reduced
ecological validity. Some participants recognized the voice was unchanged, yet
still exhibited shifts, an intriguing finding that suggests conceptual framing

alone can bias perception.

e Within- vs. Between-Subject Design. Due to accumulated social knowl-
edge effects and fatigue, I analyzed only participants’ first social block, reducing
within-subject comparability. A shorter, two-block design (baseline + one social
guise) would have preserved within-person contrasts and improved statistical

power.

e Webcam Eye-Tracking Constraints. The AEM task’s resolution was lower

than lab-based systems, possibly obscuring subtle real-time effects.

This dissertation demonstrates that bilingual speech perception is adaptive and
context-sensitive. Explicit tasks (Chapter 3) showed that even minimal social cues
shift voicing boundaries, while implicit measures (Chapter 4) revealed subtler, less
uniform effects. Individual differences (Chapter 5) highlighted that these shifts are
shaped by proficiency and social-cognitive traits, such Communication. By address-
ing the research questions outlined in Chapter 1, I provide empirical evidence that
bilingual listeners actively integrate social expectations with acoustic cues rather than
relying on fixed phonetic boundaries. These findings refine existing models of speech

perception by emphasizing dynamic social tuning and individual variability.
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Although further work is needed to consolidate these insights into a formal the-
oretical framework, this research lays important groundwork for understanding how
identity, cognition, and experience jointly shape bilingual speech perception. Percep-
tion is not simply an acoustic process but a socially and cognitively mediated act
of interpretation. I hope these findings inspire further exploration of how bilinguals

navigate this complex interplay of sound and society.

6.4 FUTURE DIRECTIONS

Building on these findings and limitations, future research can take several directions:

e Refined Experimental Designs. Employ a more efficient VAS paradigm in-
volving just two blocks—Baseline and one Social guise—randomized across par-
ticipants. This adjustment would reduce fatigue and learning effects while allow-
ing direct within-subject comparisons. Counterbalancing social contexts across
participants would still enable multi-guise analysis. Using distinct talkers for
each guise, alongside a classic matched-guise setup, would improve credibility

and test generalizability.

e Integrating Rich Social Data. Future studies should include measures of
socio-cultural identification and social networks to explore whether bilinguals
with more diverse interactions or stronger cultural ties show greater flexibility
in shifting phonetic boundaries. Social network analysis could quantify exposure
to various accents and link it to susceptibility to social cues. Other demographic
factors such as length of stay in the USA, age of arrival, could all contribute
meaningfully in explaining between listener differences. I had collected these
data via the use of LEAP-Q questionnaire, and can use this data for future

analyses.
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e Linking Perception and Production. The relationship between perception
and production warrants deeper exploration. Follow-up studies could compare
participants’” VOT shifts with their production data. Do those who produce
intermediate VOTs also show smaller perceptual shifts? Are “high adapters”

consistent across both perception and production?

e Analyzing Speech Across Contexts. Speech from interviews and EIT
recordings could be analyzed alongside controlled reading tasks to investigate
how voicing boundaries vary across awareness levels. Comparing perception
and production across these contexts would reveal how social and cognitive

factors interact across modalities.

e Expanding Populations and Phonemic Contrasts. Extending this work
to other language pairs (e.g., tonal contrasts or vowel systems) and including
monolinguals could clarify which effects stem from bilingualism versus general

sociolinguistic processes.

Together, these directions will enhance models of bilingual sociophonetic percep-
tion by incorporating richer social data, bridging perception with production, and

extending to new populations and methods.
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APPENDIX A

POST-VIDEO ENGAGEMENT QUESTIONS (EXAMPLES)

Examples of questions participants saw after watching the social guise video, prompt-

ing reflection on speaker identity and background.
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Panel A. VAS Task Examples

> 0:09/0:09

What is Cheburashka?

 cartoon character | | achipmunk 2 mouse

(a) VAS—Russian
Question: What is Cheburashka?
a bear

a cartoon character

> o11/0m

How many years was the speaker in college for?

(¢) VAS—Chinese

Question: How many years was the speaker
in college for?

> 0:19/0:19

Where is the speaker at now?

(b) VAS—Russian
Question: Where is the speaker now?
(a) Republic of Karelia
(b)
(©)
(d) Korocha

Republic of Korea

Kazan

> 0:08/0:08

‘What is the speaker doing at Purdue?

PhD ‘study abroad summer school college
[ro]  [rmons ] [oomwomet] - [ome]
(d) VAS—Chinese

Question: What is the speaker doing at
Purdue?

PhD
study abroad

(a
(b
(c
(d) college

summer school

)
)
)
)

Figure A.1: Examples of post-video engagement questions in the VAS
task. Four representative screenshots (two Russian, two Chinese) with the exact
question prompts and multiple-choice answers shown to participants.
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Panel B. AEM Task Examples

AEM-—American Guise

Question: Where is the speaker from?
(a) DC

(b) Boston

(c) Detroit

‘Where is the speaker from?

[e]  [om]  [ow] o]

AEM—Chinese Guise
Question: What does the speaker study?

philosophy
b

economics

(a
(

)
)

(c) linguistics
)

(d) physics

AEM—Russian Guise

Question: What is the speaker’s name?

‘What i the speaker's name?

Figure A.2: Examples of post-video engagement questions in the AEM
task. Each row shows a screenshot from the AEM condition video and the
corresponding multiple-choice question displayed to participants.
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APPENDIX B

INDIVIDUAL RATING PATTERNS ACROSS CHINESE AND RUSSIAN LISTENERS

This appendix presents individual-level rating trajectories from the Visual Ana-
logue Scale (VAS) task for all participants who completed both baseline and social
guise conditions. Each subfigure shows how a participant’s voicing categorization
changed across the nine VOT steps under three guise conditions (American, Man-
darin, Russian). The smoothed trend lines (loess) visualize how each listener’s re-
sponses varied across the continuum, revealing both individual differences and general

cross-group patterns.
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Effect of Guises on Ratings Across Chinese Listeners (N = 42)
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Figure B.1: Panel A. Chinese listeners’ individual rating trajectories.
Each panel represents one listener’s slider responses across the nine VOT steps for
all guises. LOESS trend lines with 95% confidence bands illustrate how
categorization patterns shift across the continuum within and across guises.
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Effect of Guises on Ratings Across Russian Listeners (N = 39)
001F_RU_IT  002M_RU_DM 003M_RU_AS 004F_RU_NK 005M_RU_VS 006M_RU_VS 007F_RU_KB
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Figure B.2: Panel B. Russian listeners’ individual rating trajectories.
Each panel shows one listener’s VAS ratings across the nine VOT steps for all
guises. The individual trends reveal that, while most participants exhibit S-shaped
categorization curves, some listeners (e.g., 028F_RU_AB) display flatter or atypical
response patterns, suggesting that their ratings clustered around the center despite
clear clarity.
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APPENDIX C

TARGET IMAGES USED IN AEM EXPERIMENTAL TRIALS

All six pictures used as visual targets for lexical items: BARK, PARK, DART,
TART, GUARD, CARD. Images were matched for concreteness, color balance,

and recognizability.

ez V2

Figure C.1: Target images used in experimental trials. All six visual targets
corresponding to the lexical items are displayed together in their matched pairs:
BARK-PARK, DART-TART, and GUARD-CARD.
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APPENDIX D

EXAMPLE INSTRUCTION SCREEN FROM AEM TaAsk (BARK-PARK PHASE)

PrOgress

You will hear a word and see a question mark moving upward through a Y-shaped
channel.

Follow the question mark with your eyes and decide where the image matching the
word you hear will appear, before both images are shown,

If you think the word is PARK, look to the left,

If you think the word is BARK, look 1o the right.

PARK BARK

Figure D.1: Example instruction screen from AEM (BARK-PARK
Phase). A screenshot of the task introduction presented to participants prior to the
BARK-PARK trial block. This screen familiarized listeners with the experimental
interface and provided instructions on how to respond to auditory stimuli during
each trial.
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APPENDIX E

METHOD VALIDATION: SCREEN GAZE LOCATION RECOVERY TEST
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Figure E.1: Recovered screen gaze locations during a test trial. A
participant traced a rectangle on the screen using eye movements while also moving
the head to make the scenario more realistic and challenging. This qualitative test
shows the recovered gaze trajectory and demonstrates the robustness of the gaze
estimation method to natural head pose variation.
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APPENDIX F

VOICELESS CATEGORIZATION BY CONDITION (SUPPLEMENTAL PLOT)

CM_DART-TART CHN_GUARD-CARD RU_GUARD-CARD
p =001
p = 0.004
0.75 B =0.016
p -
5
o |
g ) con
Hon
0.50 ditic
B B baseine
L B rative
__E B non-native
(=3
P
Q025
0.00
nas*"w qaie® mwngmﬁ baiﬁxma oat® o e o as.,ima e mwﬁauﬂﬂ

Condition

Figure F.1: Proportion of first leftward looks (voiceless categorization) by
condition for all significant group x PoA pairs, at ambiguous VOT step
6. P-values from the ambiguous step model are labeled above the relevant bars.
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APPENDIX G

DESCRIPTIVE STATISTICS FOR FIRST LOOK CATEGORIZATION IN THE AEM

TASK

Table G.1: Mean and standard deviation of voiceless categorization by
condition (Significant groups only).

Group x POA Condition Mean Proportion SD

CN_DART-TART baseline 0.373 0.488
CN_DART-TART native 0.730 0.447
CN_DART-TART non-native 0.667 0.475
CN_GUARD-CARD Dbaseline 0.314 0.469
CN_GUARD-CARD native 0.508 0.504
CN_GUARD-CARD non-native 0.619 0.490
RU_GUARD-CARD baseline 0.653 0.479
RU_GUARD-CARD native 0.782 0.416
RU_GUARD-CARD non-native 0.860 0.350
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APPENDIX H

MIXED-EFFECTS MODELING RESULTS FOR ALL LISTENERS (EIT x AEM,

FOUR-WAY MODEL)

Table H.1: Significant fixed effects for all listeners (Four-way linear

mixed effects model).

Term Estimate Std. Error t-value p-value
(Intercept) -48.22 21.53 -2.24 .026
vot_step 13.76 3.06 4.50 < .001
exp_conditionAEM-native 119.70 23.54 5.08 < .001
exp_conditionAEM-non-native 62.94 23.95 2.67 .008
listener_groupRussian 61.82 25.34 2.44 015
vot_step : -18.62 4.17 -4.46 < .001
exp_conditionAEM-native

vot_step : -9.53 4.17 -2.28 022

exp_conditionAEM-non-native

Continued on next page
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Table H.1 (continued)

Term Estimate Std. Error t-value p-value
EIT : -1.14 0.25 -4.59 < .001
exp_conditionAEM-native

EIT : -0.50 0.25 -2.01 .045

exp_conditionAEM-non-native

vot_step : -8.87 3.58 -2.48 013

listener_groupRussian

EIT : -0.62 0.26 -2.36 .019

listener_groupRussian

exp_conditionAEM-native : -146.0 27.76 -9.26 < .001
listener_groupRussian

exp_conditionAEM-non-native : -103.2 28.39 -3.64 < .001
listener_groupRussian

vot_step : 0.18 0.04 4.03 < .001
EIT :

exp_conditionAEM-native

vot_step : 0.08 0.04 2.27 .023

EIT :

listener_groupRussian

Continued on next page
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Table H.1 (continued)

Term Estimate Std. Error t-value p-value

vot_step : 24.61 491 5.01 < .001
exp_conditionAEM-native :

listener_groupRussian

vot_step : 18.65 5.02 3.71 < .001
exp_conditionAEM-non-native :

listener_groupRussian

EIT : 1.41 0.29 4.91 < .001
exp_conditionAEM-native :

listener_groupRussian

EIT : 0.98 0.29 3.34 < .001
exp_conditionAEM-non-native :

listener_groupRussian

vot_step : -0.24 0.05 -4.66 < .001
EIT :
exp_conditionAEM-native :

listener_groupRussian

vot_step : -0.18 0.05 -3.39 < .001
EIT :
exp_conditionAEM-non-native :

listener_groupRussian
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APPENDIX I

INDIVIDUAL AND GROUP MEANS ACROSS EXPERIMENTAL CONDITIONS WITH

PARTICIPANT IDS LABELED

Chinese_listeners Russian_listeners
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Condition

E AEM-nasaline E AEM-non-native E VAS_baseline E VAS_Russian

Experimental Condition
P 3 AEM-native E VAS_American @ VAS_Mandarin

Participant ID

D03M_RU_AS_combined
DO4F_RU_MK_combined
DOSM_RU_VS_combined
DOEM_RU_VS_combined
00TF_RU_KB_combined
D09F_CN_FW_combined
DOGM_RU_MS_combined
011F_CN_ZL_combined

012F_CN_YH_combined

012M_RU_SR_combined
013F_CN_AC_combined
013F _RU_OK_combined
015F_CN_LX_combined
015F_RU_SG_combined
016F _CN_SC_combined
016F_RU_DP_combined
017F_RU_NT_combined

019F_RU_ED_combnad

021F_CN_SH_combined
022F_CN_ML_combined
022F_RU_MS_combined
023F_RU_0OD_combined
024F_RU_EP_combined
025F_CN_JH_combined

025F_RU_NK_combined
027F_RU_LG_combined
027M_CN_JM_combined

OZBM_CN_OL_ocombined
020M_CN_YK_combined
0Z8M_RU_AB_combined
030F_CN_CG_combined
030F_RU_MI_combined
031F_RU_IS_combined
0X2F_CN_\WM_combined
033F_CN_HL_combined

03M_RU_DS_combinad

035M_CN_SW_combined
038F_RU_HS_combined
038M_CN_ZZ_combined
039M_RU_DK_combined
040M_RU_NM_combined
O41M_CN_HS_combined

Figure 1.1: Individual and group means across experimental conditions
with participant IDs labeled. This figure visualizes mean voiceless
categorization (0-100 scale) across all seven experimental and guise conditions
(AEM—baseline, AEM-native, AEM-non-native, VAS-baseline, VAS-American,
VAS-Mandarin, VAS-Russian) for both Chinese and Russian listener groups. Unlike
the Chapter 5 version, each participant ID is explicitly displayed, allowing
individual trajectories to be visually tracked across tasks and guises. This design
highlights within-participant consistency and between-group variability in responses
while enabling verification that each participant completed all conditions.
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APPENDIX J

DISTRIBUTION OF NUMERIC A(QQ SUBSCALE SCORES BY LISTENER

Chinese_listeners Russian_listeners
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Figure J.1: Distribution of numeric AQ subscale scores by listener group.
Histograms show the distribution of scores across five AQ subscales — social skills,
attention switching, attention to detail, communication, and imagination — for
Chinese (left) and Russian (right) listeners.
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APPENDIX K

MEAN VOICELESS CATEGORIZATION BY AQ SUBSCALE, CONDITION, AND ZONE
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Figure K.1: Mean voiceless categorization by AQ subscale, condition, and
zone. Plots show mean voiceless responses (%) as a function of AQ subscale
percentile across six dimensions (Overall, Social Skills (SS), Attention
Switching (AS), Attention to Detail (AD), Communication (C),
Imagination (I)) and three experimental conditions (AEM-baseline, AEM-native
guise, AEM-non-native guise), separated into voiced and voiceless zones.
Chinese listeners (orange) and Russian listeners (blue) are displayed with linear
trends and 95% confidence intervals, illustrating how subscale traits relate to voicing
categorization patterns across conditions.
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